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Abstract 

In this paper, a motion planner is designed and implemented for of a mobile manipulator to travel to a spot for 
grasping of an object. In this work, the probability of successful grasping inside the workspace of the robot arm is 
used for grasping planning. A vision SLAM system is combined with reachability calculation to figure out the 
grasping position. Using a laboratory dual-arm robot, we conducted experiments in different conditions to verify 
the effectiveness of the developed system. 
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1. Introduction 

Mobile manipulation technologies have been developed 
rapidly in recent years. It has been expected that various 
robots will come into our everyday life for living aids. 
In order to help people with housework, a robot needs to 
be equipped with many abilities such as communication, 
navigation, grasping and object recognition. Therefore, 
developing a mobile manipulator which is able to move 
and handle objects such that it can support people in a 
home setting deserves urgent attention. 
Cosero1 has achieved notable success in 
RoboCup@Home contests for its mobile manipulation 
performance. It localizes objects and plans path based 
on a 2D occupancy grid map constructed from multiple 
3D scans of the environment2. Collision with obstacles 
can be avoid using the map, even though it cannot 
perceive an obstacle with current sensor’s view. PR23 
processes sensory data from 3D visual sensors in point 
clouds. Multilayered 2D costmaps and a layered 
representation of the robot body are used to reduce the 

possibility of collision4. In the work of Stulp et al.5, 
through experience-based learning, the robot first learns 
a so-called generalized success model which 
distinguishes among positions from which manipulation 
may succeed or fail. The model is used to compute a 
probability distribution that maps positions to a 
predicted probability of successful manipulation, taking 
into account the uncertainty of the robot and object’s 
positions.  
A key factor of mobile manipulation design is that a 
suitable pose of the mobile robot needs to be obtained 
through navigation in order to conduct object 
manipulation. One possibility is simply to travel from 
the current position to a position such that the target 
object is reachable, as depicted in Fig.1. As shown in 
Fig 1(a), the object is placed in front of the table, where 
an obstacle exists to influence the grasping. In this case, 
the object might not be successfully grasped due to the 
limited workspace of the robot arm. However, if the 
mobile robot travels to the side of the table as shown in 
Fig. 1(b), the object can be easily grasped. It is therefore 
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desirable to develop a method to plan a pose for the 
robot such that the target object is easy-to-reach.  
Attamimi et al.6 proposed a method to use perception 
maps that express the robot arm reachability and robot 
platform navigation reachability to a target object. The 
authors also show that by integrating these two maps, a 
proper position that has maximum probability of 
successful grasping is determined. In this study, we 
developed a motion planning system for determining the 
proper pose for grasping objects. The robot position is 
determined based on the arm’s reach and ease of 
movement. We adopted the design of Attamimi et al.6 to 
describe the limitations of robot workspace, the 
situation of environment and target object position. By 
constructing the reachability map that represents the 
ease of robot mobile platform motion and the 
graspability map that describes the success rate of 
grasping of robot arms in workspace, robot is able to 
determine the proper position to move toward and 
increase the success rate of mobile manipulation task. 
Visual EFK-SLAM and visual servo technics are 
integrated into the design for vision-based grasping of 
the object.  

2. The Dual Arm Robot 

A dual-arm robot is designed and constructed for mobile 
manipulation experiments. The 6-DOF dual-arm design 
allows the robot to grasp various objects in the 
environment. A Kinect RGBD camera is installed on 
top of the robot for visual servo control. The forward 
and inverse kinematics of two robot arms are derived 
and implemented on the robot controller. Two laser 
range finders are equipped on the mobile platform in 
forward and backward directions for obstacles 
detection. An on-board industrial PC (IPC) is used for 
data processing and motion control of the robot. The 

steer- and-drive mechanism allows the robot to move in 
omnidirection7. The implemented EKF-SLAM8 allows 
the robot to navigate and localize itself in the 
environment. The visual servo system9 allows the robot 
to move and fetch an object without collisions. 

A. Visual EKF-SLAM  

A visual SLAM system has been developed for the 
omnidirectional mobile robot8. There are three main 
steps of the EKF-SLAM: a measurement step to acquire 
the location vector of robot relative to the feature in the 
environment, a prediction step to predict the location of 
robot using motion model and an update step to 
calculate Kalman gain and update robot stare according 
to above two steps. Then, the updated robot state is 
delivered to prediction step to calculate the next 
moment state of robot. These steps repeat to achieve the 
real time localization and mapping.  

B. Visual servo grasping 

By using the depth data from Kinect, the input image is 
segmented into several planes. In this method9, the 
plane that the target object locates is first labeled. The 
labeled plane is featured by SURF algorithm and is 
matched with data base to find where the target object 
is. Except for the target object, the other objects in the 
environment are obstacle for robot manipulation. 
Potential field is then combined gravity and repulsion 
with these indices for safe path planning of robot arms. 
According to this, the robot is able to move its arms in 
the workspace without collisions and to grasp the 
targeted object.  

3. Grasp Planning 

The proposed system architecture is shown in Fig. 2. 
For representation of the environment, we utilize EKF-
SLAM algorithm and Kinect sensor to construct a 
feature map of the environment. For grasping planning, 
we adopted the method of Attamimi et al.6 in this design. 
The feature map is used as input to the mobile platform 
to calculate the easiness of traveling to the reachable 
region of the robot. On the other hand, the target 
location is inputted to arm graspability calculation to 
represent the extent of graspable region of robot arms. 
We fuse the two representations to decide the goal 
location for robot to grasp the target object. This work 
uses EKF-SLAM algorithm for robot navigation 

   
                      (a)                                             (b) 
Fig.1 An example of mobile manipulation is influenced by 
an obstacle in front of the target. 
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control. First, we extract SURF features that represent 
the configuration of the environment. Then, EKF is 
utilized to improve the localization error and to correct 
the coordinates of features. For grasping, we use Kinect 
for environment detection so that the robot is able to 
detect not only the target object but also the obstacle in 
the environment and to guide its arms to fetch the target. 
The inverse kinematics solution map suggested in the 
work of Attamimi et al.6 is adopted to calculate 
reachable/unreachable points. Then a probability 
distribution is given to all reachable points for later 
decision making of the grasping position.  
To include the description of robot navigation in the 
motion planning of grasping, we have to consider the 
navigation control of the mobile robot in an 
environment. Obstacles in the environment influence 
the motion planning of the robot. In this work, a feature 
map is built to express the environment by using EKF-
SLAM algorithm. We adopted the method proposed by 
Attamimi et al.6 to construct a reachability map for 
motion planning. The closer to obstacles, the less 
probability is given for the robot to reach. The motion 
planning of the robot is then determined for the robot to 
move to the maximum probability of the integrated 
representation of the navigation and arm motion6.  

4. Experiments and discussion 

Three interesting experiments have been carried out for 
grasp planning to verify the effectiveness of the 

proposed system. We first verify that different locations 
of target object in the same environment will result in 
different robot navigation behavior. Then we add an 
obstacle around the target area to verify the adaptation 
of the robot.  

A. Target object in different locations 

Fig. 3 shows the environment of this experiment, 
Condition A and Condition B are termed to distinguish 
two locations of the object on the table. We first utilize 
EKF-SLAM to construct the feature map of the 
environment. Then we replace the features with the size 
of robot. Fig. 4(a) shows the planning result of 
condition A. It is noted that the planned grasping 
position is in front of the table, which is depicted in 
dotted line. For condition B, the planned grasp position 
is at the side of the table, as shown in Fig. 4(b). Fig. 5 
shows the experiment by real robot in Condition A and 
Fig. 6 shows the experiment in Condition B.  

B. Grasping planning affected by obstacles 

The purpose of this experiment is to verify the proposed 
method is able to judge the proper grasp position under 
the obstacle situation. Fig. 7 (a) shows the setup of this 
experiment, termed Condition C. The target object is at 
the same position as Condition A but is behind the 
obstacle. The planning result is shown in Fig. 7(b). The 
graspable region moves to the side of the table because 
of the graspability affected by the obstacle changes. 
Compare with Condition A, the difference is the 
obstacle effect that causes the different planning from 
proposed method.  

 
                     (a)                                           (b)                      
Fig. 3 Environment setup for experiments (a) Condition A, 
target in the front of the front of the table, (b) Condition B, 
target on the side of the table.  

 

Fig.2 System architecture 
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5. Conclusions and Future Work 

A dual-arm robotic system has been designed and 
implemented for mobile manipulation tasks in an 
unstructured environment. A grasp planning system is 
developed based on visual SLAM and visual servoing of 
the robot. The proposed system has been verified in 
three different conditions. The experimental results 
show that the robot can adapt to the variation of 
environment and find a suitable place to grasp the 
object. In the future, object fetching in more extensive 
environments will be studied.  
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                    (a)                                            (b) 
Fig. 7 (a) Environment setup of Condition C (b) the 
planning result of Condition C. 

  
                        (a)                                          (b) 
Fig. 4 (a) The planning result of Condition A, (b) the 
planning result of Condition B. 

    
         (a)                              (b)                             (c) 

  Fig. 5 Task execution of Condition A on real robot 

   
         (a)                              (b)                             (c) 

  Fig. 6 Task execution of Condition B on real robot  
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