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1.  INTRODUCTION

Handling deformable object by robot is a challenging problem in 
robotic research. To teach a general household robot to handle 
these deformable objects is difficult compared with rigid object due 
to the variety of sizes, textures and poses for these objects. Figure 1 
shows a pipeline for the autonomous garment handling by a robot. 
To manipulate it from initial state to final desired state successfully, 
the category and pose of the garment should be recognized by the 
robotic system. The computer vision technique integrated with the 
robust machine learning algorithm through garment perception 
should be acquired by a robot to manipulate these objects dexter-
ously by recognized their deformed configuration. In this research, 
we are focusing the task of classify the category and recognizing 
the pose of hanging garment grasped by single robotic manipula-
tor. The main idea of this work is to generate a dataset of hang-
ing garment that combine the real and synthetic images from the 
real garment and deformable model respectively. The deformation 
poses of the garment can be reduced by hanging the garment under 
gravity. A dataset of hanging real garment by robotic manipulator 
can be obtained by capturing the depth images. For deformable 
object modeling, the particle-based model is constructed to the 
garment in an image and then used into the simulation to acquire 
the synthetic dataset. This work is extended to include the 2D gar-
ment mesh model that able to represent the real garment that not 

found in the database. The dataset will take advantages of this algo-
rithm to generate large number of data for learning purposes with-
out using professional graphic software. The main contribution in 
these works are:

•• The simple 2D garment mesh model is extracted from the real 
garment that crudely spread-out on the flat platform. The multi-
ple poses of hanging garment model under gravity are simulated, 
and different viewpoints of the model are captured as an image.

•• Different types and sizes of garment are simulated and the data-
set is generated from the synthetic data of hanging garment mesh 
model integrated with the real data.

2.  RELATED WORK

Modeling and simulation are commonly used to compute the defor-
mation of the deformable objects and becomes essential in future 
autonomous robotic manipulation since the result produced from 
simulation is seeming real and applicable. In robotic manipulation, 
the research on autonomous laundry service for general household 
robot has gained attention and increase significantly. The end-to-
end task of garment folding had been decomposed into several sub-
tasks, the existing approaches had been proposed from different 
aspects to solve the particular problem to achieve its accuracy and 
robustness. Generally, the procedure of autonomous garment han-
dling can be categorized into several research areas. The majority 
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A B S T R AC T
This work considers the problem of garment handling by a general household robot that focuses on the task of classification and 
pose estimation of a hanging garment in unfolding procedure. Classification and pose estimation of deformable objects such as 
garment are considered a challenging problem in autonomous robotic manipulation because these objects are in different sizes 
and can be deformed into different poses when manipulating them. Hence, we propose a self-generated synthetic dataset for 
classifying the category and estimating the pose of garment using a single manipulator. We present an approach to this problem 
by first constructing a garment mesh model into a piece of garment that crudely spread-out on the flat platform using particle-
based modeling and then the parameters such as landmarks and robotic grasping points can be estimated from the garment 
mesh model. Later, the spread-out garment is picked up by a single robotic manipulator and the 2D garment mesh model is 
simulated in 3D virtual environment. A dataset of hanging garment can be generated by capturing the depth images of real 
garment at the robotic platform and also the images of garment mesh model from offline simulation respectively. The synthetic 
dataset collected from simulation shown the approach performed well and applicable on a different of similar garment. Thus, the 
category and pose recognition of the garment can be further developed. 
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Figure 1 | The pipeline for garment handling in autonomous robotic 
manipulation.

contributions in the literature of garment handling mainly focus on 
the grasping skills, recognition, and motion planning strategy of 
unfolding and folding.

There has been previous work on the recognition and manipula-
tion of deformable objects. A series of works had been proposed 
Kita et al. [1] in pose estimation for a hanging garment grasped 
by a single end-effector using single view image and stereo image. 
The hanging garment models are obtained from the physic simula-
tion by a set of predefined grasping points to generate a deformable 
model database. The approach is observed the garment from dif-
ferent views and checking the consistency during pose recognition. 
Maitin-Shepard et al. [2] propose an approach for folding a pile of 
crumpled towels using PR2 robot. Later, Miller et al. [3] proposed 
a parametrized polygonal model to describe the garment percep-
tion in the folding process. The contour of a piece of garment had 
been fitted by the predefined polygonal model iteratively in order 
to identify its category and parameters from the polygonal model.

Doumanoglou et al. [4] proposed a dual-arm industrial robot 
to unfold different garments such as sweater and trouser. They 
focused on classification and pose recognition of hanging garment 
and then proceeded to unfold it into desired configuration. Stria  
et al. [5] proposed an approach using polygonal model incorporat-
ing relative angle and length of contour segments to fit the model 

into the real garment. Mariolis et al. proposed an approach of rec-
ognize the pose for garment using convolutional neural network. 
Their model is trained by the combination of real and synthetic 
dataset in 2D garment model [6]. Li et al. presented a series of laun-
dry works in recognition and manipulation of garment. Initially, the 
model-driven approach based on precomputed deformable model 
of hung garments has been proposed. A set of deformable models 
had been trained using the method of support vector machine to 
recognize the category and pose of garment [7]. They improve their 
recognition approach using KinectFusion technique to reconstruct 
a deformable 3D model [8].

3.  PARTICLE-BASED POLYGONAL MODEL

We suppose a piece of garment that is crudely spread-out and uni-
formly placed on a flat platform. We perform a computer vision 
analysis to a single color image that captured from the top view from 
the garment. By applying the dynamic programming algorithm, the 
real garment is matched by the particle-based polygonal model 
and its parameters are extracted. The flowchart for the model 
generation is described as shown in Figure 2.

3.1.  Segmentation and Contour Finding

From the input image, the color of garment had been assumed 
sufficiently different compared with background color. Hence, the 
object in an image that represents garment can be acquired using 
GrabCut algorithm [9]. Contour finding is used to mainly extract 
the contour and centroid of the garment object in the binary image as 
shown in Figure 3 [10]. Additional parameters such as contour area, 
straight bounding rectangle and rotated rectangle with minimum 

Figure 2 |  Flowchart for the particle-based polygonal model generation 
for synthetic dataset.
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of rectangle can be measured and the main part of the garment 
can be extracted and later the other parts such as sleeved can also 
be extracted using the contour finding discussed in Section 3.1. 
For each type of garment, they can be separated into several parts 
depending on their categories. Each separated part has parameters 
such as rectangle and centroid. Thus, rectangle can be transformed 
to a mesh lattice for each contour in the garment.

3.4.  Model Matching and Combination

The particles at the boundary in particle mesh lattice are matched 
to the contour for each discretized part as shown in Figure 6 [11]. 
The particles in the internal structure of mesh lattice will realign 
to more organized and keep the distance between each other to 
prevent particles combine together. Lastly, the mesh lattice of main 
part and sleeve are combined to generate a completed particle-
based polygonal model as shown in Figure 7.

3.5.  Simulate the Hanging Garment

The particle-based modeling is applied into the dynamic pro-
gramming and used to simulate the movement and deformation 
of the garment mesh model. The approach in the previous work 
is adopted and the mass-spring model is utilized in this work [12]. 
The hanging process of garment mesh model generated from  
a real garment is simulated as shown in Figure 1, a piece of 
crudely spread-out garment mesh model is placed flat on the 

area can be obtained. The category of garment can be estimated 
based on these related information.

3.2.  Category Classification

For simplicity, the garment is supposed uniformly placed on the 
platform by robot. The category of garment such as towel, shirt and 
trouser can be estimated using multiple lines detection and com-
parison to the contour as shown in Figure 4 [10]. The length of 
width and height at different layers can be measured, the category 
can then be estimated based on the relationship between each layer.

3.3. � Garment Discretization and Particle 
Mesh Fitting

The garment can be discretized into separated parts such as 
main part and sleeves as shown in Figure 5. From the informa-
tion obtained in the category classification, the width and height 

Figure 3 | Contour details of the garment in an image.

Figure 4 | Polygonal model for each category of garment. Measure the 
width and height at different layers by subtracting the outer points of 
contour either horizontally and vertically.

Figure 5 | Discretize the towel, shirt, trouser into main body and sleeves 
respectively. Particle mesh fitting to the rectangle for each category of 
garment.

Figure 6 | The contour are matched by particle mesh lattice.

Figure 7 | Model combination between discretized parts of garment to 
form a completed particle-based polygonal model.
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simulated environment. For each step, a specified particle from the 
garment mesh model will pick up by robot as a grasping point then 
moves it to the hanging position following the simulated trajectory.

3.6.  Generate Synthetic Dataset

One of the hardest problems need to be solved in deep learning is 
to collect the large scale data into the desired format. Collecting 
the data for different categories of real garment are very time con-
suming particularly encompassing the different types, sizes and 
material properties with its deformation. Hence, a training set 
that gather relevant information of garment which can be used in 
visual recognition purposes is required. The features such as colors 
and textures of the garments are less significant in this work. The 
dynamic programming modeling is applied to the garment mesh 
model, the deformation poses of the model hanging by robotic 
manipulator is simulated. By applying different physical properties 
of the garment mesh model, the model look visually similar with 
depth images can be produced from the virtual simulation. An 
amount of images that simulate the deformation of real garment 
can be acquired. A series of images are captured for each pose of 
garment, the model is rotated vertically with 360° and the virtual 
camera captures the image of the rotated garment by increasing one 
rotating degree until full rotation is achieved.

4.  PRELIMINARY RESULTS

4.1.  Robotic Manipulation Setup

Robotic manipulations have been conducted using a Baxter robot 
with two Kinect depth sensor. The depth images of the hanging 

garments have been acquired by a Kinect depth sensor placed 
in front of the Baxter robot at a fixed height. The second Kinect 
sensor is placed at the head of Baxter robot which used to capture 
the images for a piece of crudely spread out garment on the flat 
platform. As shown in Figure 8, the garment mesh model extracted 
from the real garment, the selected particles are predefined and 
simulated in virtual simulation and the deformation poses of the 
garment model can be acquired.

4.2.  Real and Synthetic Dataset

To collect the real garment dataset, a piece of the garment placed 
on the flat platform is hung by a Baxter robot and a Kinect depth 
sensor located in front of the Baxter robot. The hanging garment 
is then rotated 360° vertically and the color and depth images are 
captured. As shown in Figure 9, the depth images are thresholded 
to obtain the garment from the background. The 200 × 340 pixels 
depth images that only consists of a piece of hanging garment are 

Figure 8 | Sample of particle-based polygonal model is extracted for each 
category of garment. Selected particles defining the poses of the hanging 
garments. Orange markers define the poses on real garments from the 
particle-based model.

Figure 9 | Example images of color, depth, threshold 1 (white), threshold 2 (black), synthetic and particle-based model of hanging garment grasped by 
specified point.
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extracted from 640 × 480 original images. For category classifi-
cation, three categories which are towels, shirts and trousers are 
selected in this current work. Total nine different real garments 
have been used as the samples, three real garments for each cate-
gory. Each garment have been hung two or three times and about 
360 depth images have been acquired for each grasping point. 
For pose recognition, 21 poses for shirts, 15 pose for trousers and 
nine poses for towels are selected by defined by the markers. Total 
around 48,600 depth images including towels, shirts and trousers 
are collected, the procedure of image acquisition is considered slow 
and time consuming.

For synthetic dataset, a large dataset of synthetic depth images are 
constructed using computer graphic software and dynamic pro-
gramming algorithm respectively. Using Blender software, the total 
nine garment models which three models of towels, three models 
of trousers and three models shirts are constructed with different 
in size and shape. For simplify task in designing and model sim-
ulation, the garment models are constructed in 2D by assuming 
the front and back sides of shirt and trouser are not separated 
during grasped by robotic arm. In addition, the 2D garment model 
also can be generated using the proposed dynamic programming 
algorithm. The particle-based polygonal model can be generated 
from a crudely spread out garment placed on the flat platform. The 
towel models consists of 81 particles, the trouser models consists 
of 121 particles and the shirt model consists of 209 particles are 
constructed. Due to the symmetry axes of the garment and reduce 
the dense of the particles in the model, only selected particles in the 
garment model that matching with the markers in the real garment 
are simulated. The hanging garment models can be simulated by 
each of their particles. Different views of the hanging garment 
model can be acquired by rotating the model 360° in front of virtual 
camera that placed at fixed height as similar as possible with the 
setup of Kinect sensor for image acquisition in robotic platform. 
The approximately 97,200 virtual depth images have been generated. 
For synthetic dataset, the condition in the virtual environment is 
set as close as possible to the depth images in real dataset. Hence, 
the images acquired from the virtual simulation are comparable 
with real depth images, then allow to use as training dataset in the 
learning model.

5.  CONCLUSION

In this work, an approach to generate the dataset of hanging 
garment using both real and synthetic images is proposed. The 
garment mesh model is extracted from the crudely spread-out 
garment using particle-based polygonal model, then the different 
poses of hanging garment can be simulated in the virtual environ-
ment. Experiment results demonstrate the proposed approach is 
applicable in dataset collection that need a large volume of data 
to train the learning model. Using this proposed approach, dif-
ferent types and sizes of garment mesh model can be extracted 
and simulated rather than design them in the graphics software. 
For future improvement, this proposed approach will be includ-
ing more complex and different category of garment such as 
long-sleeved shirts and socks, and evaluate its performance once 
the datasets are extended. Thereafter, the further works such as 
recognition and unfolding a piece of garment can be consid-
ered in the garment handling process. In addition, the proposed 

approach may also benefit to the pipeline of autonomous garment 
folding in robotic system which real garment can be represented 
by the particle-based polygonal model and the robotic grasping 
point can be defined.
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