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1.  INTRODUCTION

In recent years, with the rapid development of Internet technol-
ogy, people can find the information easily on the Internet or share 
information with others. Cloud technology, 5G and other emerg-
ing network technologies have also made data exchange faster and 
more convenient. At the same time, cyber security has become one 
of the biggest concerns nowadays, traditional equipment has less 
ability to deal with diverse and complex attack techniques. How to 
promote equipment and software, and improve the confidentiality, 
integrity and accessible of users has become an important issue. 
Fortunately, today’s hardware is better than pass, huge amount of 
data can be stored and analyzed, especially in internet, leads the 
application of artificial intelligence technology to cyber security.

2.  BACKGROUND AND RELATED WORK

2.1.  Static Analysis vs. Dynamic Analysis

There are two main methods when we want to analysis the mal-
ware comes into our local devices like computers or servers, static 
analysis and dynamic analysis. Static analysis is a white box anal-
ysis method. As the name implies, when you analyze, it does not 
execute the executable file of the malicious program. Instead, it 
directly analyzes the internal process operation or data usage 
based on the binary executable file or the original code, because 
of its analysis way, the advantage of static analysis is that it has 
low infection opportunity. However, static analysis often requires 

reverse engineering to disassemble of the executable file. Even 
some malicious programs that have been protected by a shell must 
be unpacked by a specific tool before reverse engineering. The fea-
tures commonly used in static analysis methods are the following, 
such as Operation Codes [1,2] and byte sequences, or extracting 
useful features from portable executable files. On the other hand, 
dynamic analysis is a black box analysis method, which means that 
it is necessary to start a malicious program during execution, it 
will be executed in a virtual environment, and record the behavior 
of the malicious program such as access file writing and deleting, 
network connection, Mutexes, Registry Keys modification and 
Application Programming Interface (API) function calls, etc.

2.2.  NIDS vs. HIDS

Another way to detect the malware is building the Intrusion 
Detection System (IDS), which can be divided into two differ-
ent kinds by their main function: Network-based IDS (NIDS) 
and Host-based IDS (HIDS). NIDS mainly detects the attack by 
network flow, whereas HIDS detects abnormal user behavior on 
local host computer. Both of them compare the log file to their 
database, the detection method can also separate into two ways: 
misuse-based and anomaly-based. Misuse-based, as known as sig-
nature-based, collect the signature of malware constantly first, and 
then build a malware signature database, if a network traffic flow 
or behavior matches the signature in malware database, it will be 
identified as abnormal. On the other hand, anomaly-based pre-
defines the normal signature to detect the attack. In this study, we 
use CICIDS2017 [3] as experiment dataset, which collected the 
data from NIDS.
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A B S T R AC T
We will display two different kinds of experiments, which are Network-based Intrusion Detection System (NIDS)-based and 
dynamic-based analysis shows how artificial intelligence helps us detecting and classify malware. On the NID, we use CICIDS2017 
as a research dataset, embedding high dimensional features and find out redundant features in the raw dataset by Random 
Forest algorithm, reach 99.93% accuracy and 0.3% of the false alert rate. We extract the function calls in malware data by the 
method proposed in this paper to generate text data. The algorithm n-gram and Term Frequency-Inverse Document Frequency  
(TF-IDF) are used to process text data, converts them into numeric features, and by another feature selection methods, we reduce 
the training time, achieve 87.08% accuracy, and save 87.97% training time in dynamic-based analysis.
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3.  EXPERIMENT ARCHITECTURE

In this part, we will introduce the methods we used in this paper, 
for both dynamic-based analysis and NIDS-based malware classi-
fication. Our dynamic-based experiment architecture is shown in 
Figure 1, and NIDS-based is shown in Figure 2.

3.1.  Data Pre-processing

Since the original malware data has some noise or untrainable fea-
tures that makes model predict result worse, so we should take them 
off. The first challenge we face is that some data has no label, which 
makes supervised learning impossible. To deal with this problem, 
we proposes a method that uses a variety of anti-virus software as 
the basis and produces a final label by majority decision. Although 
the method is more complicated, it obtains a more credible label 
than a single anti-virus software.

The second challenge is that some non-numerical features such as 
strings or symbols are exist, which are untrainable features. We use 
different encode methods for different area to solve this problem. In 
dynamic-based analysis, the TF-IDF algorithm is used. It is a weight-
ing technique that is often used in data mining and information 
retrieval as a statistical method. In contrast to Bag-of-Word, TF-IDF 
in addition to counting the frequency of occurrence of words in a 
single text, it is also used to assess how important a word is to each 
text, the length of a single text is also considered. The equation of 
TF-IDF are as Equations (1)–(3). The reason we use TF-IDF is that 
the content of raw data comes from the dynamic analysis include 
too many irrelevant information, and we decided to extract the API 
function calls of each malware. These API function calls are built on 
lots of words, so we take advantage of TF-IDF on processing texts, 
turn the API function call into numerical features.

Figure 1 | Dynamic-based experiment architecture.

Figure 2 | NIDS-based experiment architecture. Figure 3 | The result of embedding the part of attributes in Source Port.
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On the other hand, in the NID, we use one-hot encode for low 
dimensional non-numerical features, and embedding for the high 
dimensional ones. One-hot encode can expand different m catego-
ries in the feature to m independent two-bit features, and mark the 
features they represent as 1 and the rest are 0. But one-hot encode 
will cause the dimension disaster for high-dimensional features, 
so we decide to use embedding, which can map high-dimensional 
features into low dimension properly, by optimizing the mapping 
matrix. For instance, the feature names “Source Port” has 52,554 
different category attributes, we use embedding method to project 
them into two-dimensional space, as shown in Figure 3.

3.2.  Feature Selection

Researchers are working hard to find a good methods to discard the 
redundant features in dataset, which has significant influence on 
model performance. The reason we use different feature selection 
methods for different area is that the features of dynamic-based 
malware analysis dataset are words, and most of NID dataset are 
numbers. If we use Random Forest for dynamic-based malware 
analysis dataset, it will take too much time to calculate the impor-
tance of features.

3.3.  Application of Deep Learning Model

In the dynamic-based malware analysis, we use deep learning 
model such as Convolution Neural Network (CNN) [4], Multi-
Layer Perceptron (MLP) [5] to classify the malware sample These 
model are well known in neural network study, so we do not give 
unnecessary details.

In the NIDS-based intrusion detection, we take model named 
Sequence-to-Sequence, which was proposed by Sutskever et al. [6]. 
The simple architecture is shown in Figure 4. The arrow between 
C and <EOS> is used as the boundary, left of arrow is the encoder, 
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Figure 4 | Architecture of Sequence-to-Sequence [3].

Figure 5 | Comparison of using Random Forest feature selection and 
embedding or not.

and the decoder for the right, both of which are composed of Long 
Short-Term Memory (LSTM). The main task of the encoder is to 
compress the input sequence vector into a content vector v (context 
vector) with a much smaller dimension. This content vector is also 
the hidden layer output of the encoder in the last layer, which rep-
resents the model’s understanding of a sequence. On the decoder, 
there are two input sources. The first source is the content vector 
from the encoder, and the second source is the delay of sequence we 
tempt to predict. After receiving both, the decoder begins decoding 
and outputs the specified sequence.

4.  RESULTS AND DISCUSSION

We used multiple measures to get a more persuasive result. In 
this part, we will introduce the evaluation metrics we used in 
this study.

•• True positive (TP): malware sample that is correctly classified as 
malware.

•• False positive (FP): benign sample that is incorrectly classified 
as malware.

•• True negative (TN): benign sample that is correctly classified as 
benign.

•• False negative (FN): malware sample that is incorrectly classified 
as benign.

The accuracy means the proportion of the total number of correct 
classifications:

		  Accuracy TP TN
TP FP TN FN

=
+

+ + +
�  (4)

In order to verify that the feature selection method proposed in 
this study does improve the model performance, we will com-
pare four classification algorithms, both machine learning and 
deep learning: Random Forest (RF) [7], Support Vector Machine 
(SVM), MLP and CNN. To verify whether the high-dimensional 
feature embedding method and the Sequence-to-Sequence model 
has ability to improve the capability of intrusion detection, we 
convert high-dimensional non-numerical features of CICIDS2017 
dataset: Source Port and Destination Port, into low-dimensional 
features by using the embedding method, and add them into 
training data to train the Sequence-to-Sequence model. As shown 
in Figure 5, we can obtain a better evaluation result based on 
embedding method and Sequence-to-Sequence model. The accu-
racy, prediction, recall and F1-score are 99.93%, 99.8%, 99.87% 
and 99.84%, respectively, which achieve an ideal result.

5.  CONCLUSION

This study proposes a method of text processing as the main idea to 
extract, encode and adjust the weight of this feature of the Windows 
operating system application interface call, and then use the feature 
selection to drop redundant features step by step. In addition to the abil-
ity to reduce lots of features, the progressive feature selection method 
proposed in this paper can keep the information of the original features. 
We hope that these methods can be further used in real-time analyzes.
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