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1. INTRODUCTION

In the current social and economic activities, large-scale crowd 
gathering has become more and more common, and the effective 
supervision of crowd gathering has become increasingly import-
ant. Accurate crowd counting and density estimation can help 
people effectively avoid stampede and riots caused by high crowds 
and help control crowd flow during epidemic prevention and con-
trol. Counting the number of people in a high-density population 
is difficult because of occluding each other partly and non-uniform 
distribution in complex scenarios.

The current mainstream crowd counting algorithm is a crowd  
density estimation algorithm based on deep learning. It mainly 
uses the powerful feature expression ability of Convolutional 
Neural Networks (CNNs) to learn the non-linear mapping rela-
tionship between input images and output density maps. Compared 
with the traditional crowd counting algorithms, CNNs have made 
significant progress in crowd counting. Such as, Zhang et al. [1] 
proposed MCNN, a typical multi-column architecture, in which 
convolution kernels of different sizes are used in each column to 
obtain multi-scale information. Li et al. [2] proposed CSRNet, 
which uses the first ten layers of VGG-16 as the front end of the 
network, and the back end uses hollow convolution to increase the 
receptive field of the network. However, the above method only 
models the local region, and the effect of the global region is slightly 
poor. This leads to difficulty in extracting context information and 
poses a certain challenge for accurate crowd density estimation.

In order to overcome the inherent limitations of the convolu-
tion operation, a global reasoning network based on the Graph 

Convolution Network (GCN) is proposed for crowd counting, and 
the global relation of the input crowd is modeled. The extracted 
crowd features are transformed from the feature space to the inter-
action space for global context inference, the context information  
is inferred and interpreted in the interaction space, and then the 
context-aware features are returned to the original coordinate space 
and combined with the features that were originally extracted. The 
use of global inference networks increases the relationship between 
different regions of the image and improves the accuracy of crowd 
density estimation.

2. RELATED WORK

Traditional machine learning methods are difficult to design crowd 
features, and it is difficult to obtain one or a set of features to meet 
the challenges of crowd density, crowd occlusion, different sce-
narios and perspectives encountered in crowd counting problems. 
In recent years, due to the improvement of computer computing 
power, especially the significant enhancement of graphics card per-
formance, deep learning technology has promoted many computer 
vision problems to achieve very great breakthroughs. Massive data 
training enables deep learning to obtain powerful feature repre-
sentation capabilities, which can well cope with the challenges and 
difficulties commonly found in crowd counting, and obtain more 
accurate counting results.

Wang et al. [3] proposed a deep network based on the Alexnet 
architecture for high-density crowd counting, using multi-layer 
convolutional layers to extract features. Using a fully connected 
layer predicts the number of extremely dense crowds. The MCNN 
[1] network uses convolution kernels of different sizes to adapt to 
the head sizes of different scales, and then combines the three  
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columns of CNNs to obtain the final crowd density map. Sam et al. 
[4] proposed Switching CNN, which trains several independent 
CNN crowd density regressors on the image patches. The regressor 
also uses a multi-column convolution structure, but these multi- 
column networks are low in efficiency and computationally costly. 
Wang et al. [5] added a density pre-classification network to the 
multi-column network. The problem of scale change is dealt with 
by pre-classification of density. Since then, Li et al. [2] proposed a 
dilated CNN (CSRNet). Using a convolution kernel with dilated 
instead of the pooling layer and the convolution layer reduces the 
amount of data and expands the receptive field range without losing 
the spatial resolution. In order to regulate the multi-scale density 
map, Varior et al. [6] also proposed a new scale-perceived loss func-
tion to guide the network to specialize in specific head sizes.

In the last 2 years, attention models have been widely used in vari-
ous types of deep learning tasks. Zhu et al. [7] proposed a new two-
way multi-scale fusion network structure SFANet. This method 
generates the final high-quality and high-resolution density map 
through attention mechanism and multi-scale fusion. Wang et al. 
[8] Introduce the attention mechanism to the crowd counting prob-
lem, guide the network to pay more attention to the crowd’s head 
position through the attention module, and suppress background 
noise by giving less weight to other unimportant regional features.

The above research shows that the problem of crowd picture scale 
changes has always been the focus and difficulty of crowd counting 
tasks. In a picture, due to the change in the distance of the camera, 
two similar people show significant differences when they are at 
different distances from the camera. For this reason, we can con-
sider increasing the connection between contexts to improve the 
accuracy of crowd density estimation. Based on the above research, 
this paper proposes a Graph Convolution-based Global Reasoning 
Network (GGRNet). Global reasoning units are used to model 
long-range regional relationships of feature pictures, and context 
information is added for the final population density estimation.

3. PROPOSED METHOD

In this section mainly introduces the overview of GGRNet for 
crowd counting. Then presents the backbone network and upsam-
pling. Finally, we introduced the Global Reasoning Unit (GReU) 
in detail.

3.1. Overview

Convolutional neural network has made great progress in crowd 
counting task in recent years. Its biggest characteristic is local con-
nection and weight sharing. Compared with other neural networks, 
it enhances the ability of feature learning and greatly reduces the 
number of parameters. However, it is precisely because of the local 
convolution mode that the features extracted by the convolution 
neural network are limited by the size of the convolution kernel 
and lack of a large enough receiving field. Only local regions are 
modeled, not global regions, resulting in the absence of some 
global features. In the crowd density estimation algorithm based 
on convolution neural network, context information is essential for 
the crowd counting network to accurately estimate the number of 
people, especially in crowded scenes. The limitation of convolution 

Figure 1 | Crowd counting algorithm based on global reasoning.

Figure 2 | Structure of the first 10 layers of VGG-16.

operation will lead to the network cannot effectively capture con-
text information from crowd scene.

Graph convolution-based reasoning methods have been widely 
used in deep neural networks in recent years, and have greatly 
improved network performance in many tasks. For example, 
the GCN network proposed in Kipf and Welling [9] is used for 
semi-supervised classification. Sarlin et al. [10] used graph neural 
networks to learn feature matching. This paper proposes a graph-
based global reasoning network for crowd counting. By adding 
the global reasoning unit to increase the global information of the 
crowd picture, the problem of information loss caused by convolu-
tion operation is compensated.

The overall flowchart of the algorithm is shown in Figure 1.

3.2. Backbone and Upsampling

In this paper, we use the first 10 layers of the VGG-16 as our back-
bone network because of its strong learning ability and flexible 
architecture, which is convenient for connecting density map gen-
eration at the back end. Input the picture and extract the shallow 
feature information of the crowd image through the convolution 
operation of the first 10 convolution layers of the VGG-16 network. 
Its model structure is shown in Figure 2. In the middle, it experi-
enced three maximum pooling processes, and the output feature 
map size became 1/64 of the original input picture.
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Figure 3 | Design of upsampling network.

Since the feature image output by the VGG-16 network is only 
1/64 of the original image size, and the GReU is used to model the 
long-range area of the crowd image, a design is designed between 
the VGG-16 network and the GReU upsampling operation to 
enlarge the image. In this paper, a bilinear interpolation upsam-
pling method is used, and a convolution process is added before 
and after it to help correct the feature deviation due to upsampling. 
The model structure is shown in Figure 3.

3.3. Global Reasoning Unit

Referring to the literature [11], a GReU is added to the network. 
Since a single convolutional layer can only capture the local area 
relationships covered by the convolution kernel, and the relation-
ship between long-distance areas needs to be achieved by superim-
posing multiple convolutional layers, this is not only cumbersome 
and inefficient, but also for network training added difficulties.

In order to overcome this limitation and better obtain the global 
context feature information, a GReU is selected to be added to 
the network to project the crowd characteristics on the coordi-
nate space to the interactive space of global context reasoning. As 
shown in Figure 4, the GReU consists of five convolutions. Two are 
used for size reduction and expansion (leftmost and rightmost) on 
the input feature X and output Y. One is used to generate a double 
projection B between the coordinates and the potential interaction 
space (Top).

For the interactive space (middle), its implementation of graph 
convolution using two-direction 1D convolutions, and can be  
formulated as:

   Z I A Vg= (( ) )- Wg   (1)

Figure 4 | Architecture of the proposed global reasoning unit.

where Ag and Wg represents the parameters of graph convolution. 
Here, V encodes the regional features as graph nodes, Z represents 
the feature map of interactive space output.

In this interaction space, regions with similar semantic features 
are represented by the same feature node, and their features are 
stored to form a fully connected graph. The interaction relation-
ship between each node in the fully connected graph is modeled to 
obtain global context information through the convolution opera-
tion. The network then maps the resulting global feature map back 
from the interaction space to the feature space, combines it with  
the crowd features that were originally extracted, and outputs the 
final crowd density estimate map. Sum all pixels in the density map 
to calculate the total number of people in the crowd picture.

4. EXPERIMENTS

4.1. Dataset

In this paper, the UCF-QNRF [12] dataset is used to train and test 
the network. The UCF-QNRF dataset contains buildings, vegetation, 
sky, and roads in real scenes captured in the wild. And it including 
a variety of scenes with the most diverse perspectives, density, and 
lighting changes, making the dataset more realistic and represen-
tative. The UCF-QNRF dataset contains a total of 1535 pictures, 
among them, 1201 pictures are used as the training set and 334 
pictures are used as the verification set. And the number of labeled 
heads reached 1,125,642, with an average of 815 people per picture.

The crowd picture resolution in the dataset is relatively large, with 
an average resolution of 2013 × 2902. The head size of the crowd 
also varies greatly, and the number of people per picture ranges from  
49 to 12,865, which is especially suitable for training deep CNNs.

4.2. Density Map Generation

Crowd density estimation during network training, the head posi-
tion coordinates given in the data set first be converted into cor-
responding crowd density pictures. In this paper, a method for 
generating a population density map based on an adaptive Gaussian 
kernel is used. Its formula is as follows:
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where q represents the parameters to be optimized by the network, 
N is the number of pictures in the training set, xi represents the 
input picture, y xi

�( ; )q  represents the crowd density map estimated 
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Table 1 | The experimental results on the UCF-QNRF dataset

Method MAE MSE

Idrees 2013 [13] 315 508
MCNN [1] 277 426
CMTL [14] 252 514
Switching CNN [4] 228 445
CL [12] 132 191
CSRNet [2] 120.3 208.5
Our proposed 111.2 189.4

Figure 5 | Visualization of density map.

by the network, and yi represents the crowd density truth value  
picture corresponding to the input picture.

For network training and implementation, we chose the Pytorch 
framework. When training the network, the Adam algorithm was 
used to optimize the network, and the initial learning rate was set 
to 0.00001.

4.3. Evaluation Metric

At present, the evaluation of the pros and cons of the crowd count-
ing algorithm mainly includes the following two indicators, Mean 
Absolute Error (MAE) and Mean Squared Error (MSE).

  MAE = 1 | |1N
z zi
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l- �å   (4)
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where N represents the total number of pictures in the test sequence, 
zi represents the actual number of people in the picture, and z l

�   
represents the estimated number of people in the picture.

4.4. Experimental Results

The graph-based global inference network is used for crowd 
counting. The experimental results on the UCF-QNRF dataset are 
shown in Table 1.

As can be seen from the table above, the method proposed in this 
paper is tested on the UCF-QNRF dataset, with MAE of 111.2 and 
MSE of 189.4. Compared with other more advanced crowd den-
sity estimation networks, this method has the smallest test error, 
and the network performance improves significantly. In terms 
of MAE and MSE, our method is 7.6% and 9.2% higher than the  
second-placed CSRNet, respectively.

In order to more clearly see the effect of this method on crowd  
density estimation, the density map output by the network was 
visualized and compared with the true value density map. Five 
images with different density levels were randomly selected for dis-
play, as shown in Figure 5.

In Figure 5, the first column is the original crowd image, the 
second column is ground truth of image, and the third column is 
the network-estimated crowd density map. In addition, the sum 
of all pixels of the density graph is given. It can be seen from the 

figure that the population density map estimated by the network 
can vividly reflect the population distribution.

5. CONCLUSION

A graph-based global reasoning network for crowd density esti-
mation tasks is proposed in this paper. The crowd feature infor-
mation extracted by the VGG-16 network within the global area is 
modeled. The GReU is applied to establish the relationship among 
long-distance areas in the picture, the context information is added, 
and the supplementary features for the generation of crowd density 
maps are provided. Experimental results on the UCF-QNRF data-
set show the effectiveness of the method. In the future work, we 
will continue to optimize the network structure. Under ensuring 
accuracy, the network will be quantified and tailored, and crowd 
density will be monitored in real-time.
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