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A B S  T RA C T  
This paper describes a method of navigating a visually impaired person who walks on a sidewalk 
and goes through a pedestrian crossing by the use of an ego-camera system named MY VISION. 
The proposed method finds a walkable region on the sidewalk. Thus, at a pedestrian crossing, it 
finds a traffic light and judges an appropriate timing to cross the road by analyzing the color and 
flashing status of the signal.  The walkable region is found employing Graph- Based Segmentation 
(GBS), and once a pedestrian crossing is reached through the use of a GPS signal, a traffic light 
is detected by use of the HOG feature and Random Forest. The effectiveness of the proposed 
method was verified by experiments. This implies usefulness of a MY VISION system
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1. Introduction

According to the 2011 Ministry of Health, Labor and 
Welfare report [1], there are approximately 310,000 
people in Japan who have a visual impairment. Looking 
at the world, it is predicted that the number of visually 
impaired people worldwide will triple within the next 40 
years [2].  

Accidents of visually impaired people are not 
uncommon, and there is a survey result that about 42% 
of the subjects experienced accidents with injuries while 
walking outdoors within the past 5 years. The accidents 
are caused mostly by automobiles [3]. It is easy to 
imagine that those accidents with cars may often happen 
at an intersection, which is one of the most dangerous 
places for a visually impaired person to cross.  

A visually impaired person normally finds an 
intersection by Braille blocks and/or acoustic signs and 
judges the timing of crossing it acoustically. However, 
not all intersections are equipped with Braille blocks or 
acoustic instruments. Therefore, it is necessary to 
develop a technique for recognizing and analyzing traffic 
lights, for a visually impaired person to cross the 
intersection safely. 

In order to detect traffic lights, a method using 
template matching and a method utilizing position 
information by Global Positioning System(GPS) or a 
map have been proposed [4-6]. However, all these studies 
are limited to the detection of traffic lights, and they do 
not analyze the possible timing for a visually impaired 
person to cross. It is vital for a visually impaired to 
receive the information about the timing as to when to 
cross. The information should be derived through the 
analysis of traffic light images, once it is detected.  
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In this paper, we propose a method of detecting a 
pedestrian traffic light at a pedestrian crossing by MY 
VISION and analyzing the states of the signal. MY 
VISION is an ego-camera system employing a body/head 
mounted camera. It can be a virtual eye of a visually 
impaired person or the third eye of a person who is 
careless ahead. In the proposed method, the traffic light 
is detected employing the images captured by a camera 
attached to the head of a person. The Histogram of 
Oriented Gradients(HOG) feature has been adapted to 
identify and describe a traffic light. The traffic light is 
recognized by a Random Forest classifier. Then a pattern 
analysis is performed with the traffic light in the image 
sequence, and the possibility is judged if one may start to 
cross the initial part of the pedestrian crossing or one 
should wait for some time. 

The paper also describes a way to find a walkable area 
on the sidewalk employing the GBS and a way to 
approach a specified pedestrian crossing employing the 
GPS signal. 

2. Traffic Light Detection 

A traffic light is detected by the following procedure; 
extraction of candidate areas of a target object, feature 
description of the object using HOG features [7-12], and 
its detection by a Random Forest classifier designed by 
learning.  

2.1. Extraction of candidate traffic light areas  

In the proposed method, instead of searching for a traffic 
light with a whole input image, the search is conducted 
in the upper half of the image: The reason for this is that 
a traffic light is normally in the upper half of the images, 
which a MY VISION system provide. The image is 
converted to an HSV expression, which is close to human 
color recognition [12]. An area that might have a traffic 
light can be searched for by identifying the colors of the 
light, namely red or green.  

Once some candidate traffic light areas are identified, 
their colored areas receive an expansion processing since 
they become contracted and are smaller than their 
original areas. After the expansion, the expanded areas 
are given labels, and those noisy areas are removed using 
a certain threshold value.  

2.2. Feature description and recognition 

The HOG feature [7,12] is used in the proposed method 
to describe the feature of a traffic light, as it is an effective 
feature for object recognition. The gradient direction is 
quantized into four bins. This is sufficient since a traffic 
light mainly has horizontal and vertical line segments and 
some slant line segments composing a human standing 
and walking figures. It also contributes to absorbing 
noisy smaller rotations of MY VISION images caused by 
a user’s natural walk. 

For the recognition, on the other hand, Random Forest 
[13] is employed as a classifier since it can learn and 
identify multiple target objects. Thus, this classifier will, 
in the future, contribute to recognizing multiple objects 
related to road walking, such as pedestrian crossings, 
traffic lights, various road signs, etc.  

3. Judgment on Crossing at a Pedestrian Crossing 

The method is explained for analyzing the states of a 
traffic light and determining the timing of crossing. The 
analysis is performed based on the hypothesis on 
pedestrian crossing behavior principle [14]. 

3.1.  Hypothesis on Pedestrian crossing behavior 
principle  

The hypothesis on pedestrian crossing behavior principle 
[14] has been proposed, which gives insight into the 
relationship between the color of a pedestrian traffic light 
and his/her behavior. 

The following 4 empirical patterns are considered in 
the hypothesis based on the signal color change of a 
traffic light. 
1. Realizing the change of the light from red to green: 

The case regarding the duration of the green light is 
on is observable, and it is considered to be the safest 
to cross. 

2. Realizing the green light display: The case where 
the length of the green light display cannot be 
perceived, and it is unknown when it will turn to a 
flashing signal. The safety or danger to an 
individual depends on the walking speed of a 
pedestrian. 

3. Realizing the change from green to flashing green: 
This is the case where the length of the green 
flashing time is perceptible, which can help a person 
who is crossing to complete the crossing.   
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4. Realizing only the flashing green light. The length 
of the green flashing time cannot be perceived, and 
it is not recommended to start crossing. 

The proposed method identifies the above 4 patterns 
from the image sequence provided by MY VISION. 

3.2. Discrimination of the state of a traffic light 

This section describes how to discriminate the color and 
the flashing of a traffic light. 

3.2.1.  Color discrimination 

The color of the traffic light is determined based on the 
HSV model. The color of the signal (red/green) is 
identified by setting certain thresholds on H, S and V 
values and counting the number of pixels of each color in 
the search window. 

3.2.2.  Identification of a flashing signal 

The flashing cycle of a traffic light is used to determine 
whether the signal on a video image frame is flashing or 
not. The flashing cycle of the traffic light is 0.5 seconds 
in Japan. If this cycle is satisfied in the frame sequence, 
it is determined as a flashing signal.  

3.3.  Judgment on crossing  

Corresponding to the 4 patterns in the hypothesis on 
pedestrian crossing behavior principle, there are four 
signal conditions: (a) red to green, (b) green, (c) green to 
green flashing, and (d) green flashing. They are identified 
by examining color and flashing state from the sequence 
of video frames. The recommendation on the actions are 
given as follows; 
(a) Red to green: One may cross the pedestrian crossing. 
(b) Green: One may cross it, if he/she walks normally: 

Wait till (a) occurs, if he/she cannot walk normally. 
(c) Green to green flashing: Wait till condition (a).  

If one is on the cross, finish crossing. 
(d) Green flashing: Wait until condition (a). 
   It is noted that, in respect to (b), a user’s walk speed 
(normal or slow) is supposed to be taken into account in 
advance of the method. 

The above procedures are illustrated in Fig.1. 
 
 

 

Fig.1. Pattern identification and judgment on crossing: Four 
patterns are identified from the video and respective actions are 
recommended.  

 

 
Fig.2. The flow of the pedestrian crossing distance 
calculation: (a) input image, (b) noise reduction, (c) 
binarization, (d) edge extraction, (e) line detection and (f) 
calculation of the distance. 

3.4. Detection of a pedestrian crossing 

When a user is walking over a pedestrian crossing, the 
proposed method calculates the approximate remaining 
distance to cross. To do this, the lower half of an input 
image is processed to extract an image of a pedestrian 
crossing. The process goes in the following way. 

Initially, the image noise is removed by a Gaussian 
filter (See Fig. 2(a-b)). It is then binarized by the 
discriminant analysis [15] to make it less insensitive to 
outdoor weather change (Fig. 2(c)). After performing 
edge extraction with a Sobel filter (Fig. 2(d)), a 
probabilistic Hough transform [16] (which is faster than 
normal Hough transform) is applied to the edge image to 
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detect strong horizontal lines composing a pedestrian 
crossing (Fig. 2(e)). Finally, the number of horizontal 
lines is counted (Fig.2(f)) by repeating the vertical scan 
horizontally. Its median value is adopted as the final 
number of lines on the image. The remaining distance is 
calculated using the number and considering that the 
interval between successive lines is about 0.5 meter [17]. 

The suggestion as to proceed or wait to the user is done 
by a synthetic voice such as “The traffic signal is red,” 
“The traffic signal will change soon. About 3 meters 
remaining,” etc.  

4. Access to a Pedestrian Crossing 

The proposed method also guides a user walking on the 
sidewalk to a specified pedestrian crossing. The strategy 
is described in the following. 

4.1 Navigation on the sidewalk 

The proposed method finds a walkable area on the 
sidewalk by avoiding obstacles such as a standing person, 
a parked bicycle, a puddle, etc. For this purpose, Graph- 
Based Segmentation (GBS) [18] is applied to an input 
image, and the extracted area containing a user’s foot 
area is chosen as a candidate walkable area. This 
procedure is applied to N successive frames, and the area 
containing the pixels that are the members of all the N 
candidate walkable areas is finally chosen as a walkable 
area [19]. The shortest path on it is found employing the 
A* algorithm [20] and this information is informed to the 
user. 
   The above procedure is iterated until a user comes to a 
specified pedestrian crossing. 

4.2 Access to a specified pedestrian crossing 

A GPS signal is employed for the self-positioning of a 
user. As the GPS signal value at the specified pedestrian 
crossing is known in advance, the distance from the user 
to the pedestrian crossing is evaluated for the user to 
reach the pedestrian crossing. Since the method 
introduces numerical evaluation in approaching the 
destination, it is more exact and stable than the 
method[19] employing Bags of Features. 

4.3 Facing a pedestrian crossing 

Once a user comes to a pedestrian crossing, the user 
needs to face it by adjusting his/her body in the right 
direction before the proposed method starts detecting a 
traffic light. The method employs Bags of Features 
(BoFs) [21] to perform this procedure. In this practice, 
visual words are defined from collected images from 
various directions at a pedestrian crossing. Then the 

visual words define BoFs of the images of respective 
directions. An image fed from an user’s camera is 
examined in regard to its similarity with these BoFs. If 
the most similar BoFs represent an image facing the 
pedestrian crossing, the user is standing correctly at the 
crossing. 

5. Experimental Results 

An experiment was conducted to examine the 
performance of the proposed method. The camera is 
Sony FDR-X3000. It is mounted above the right ear of a 
subject. Five outdoor videos were taken to evaluate the 
proposed method. The evaluation was done on (i) traffic 
light detection, (ii) identification of the state of a traffic 
light, (iii) judgment on wait/cross action, (iv) calculation 
of remaining distance, (v) walkable area detection, (vi) 
self-positioning of a user and (vii) facing a pedestrian 
crossing.  

The evaluation was done employing recall, precision 
and F-value with respect to (i), (ii), (v) and (vii). With 
respect to (iii), the evaluation was done by the average 
accuracy (= the number of true positive frames divided 
by the number of all frames): With (iv), it was done by 
the average relative distance errors: With (vi), by the 
average absolute distance errors. 

The results are given in the following.  The average F-
value of (i) was 0.89. The average F-values of (ii) red, 
blue, and flashing signals detection were 0.87, 0.89, and 
0.94, respectively. The average accuracy for (iii) was 
0.91, and the average relative distance errors of (iv) was 
25.4%. Furthermore, the average F-value of (v) was 0.86. 
The average absolute distance errors with (vi) were 2.3m. 
The average F-value of (vii) was 0.62. 

Figure 3 shows some experimental results. The 
average processing time of the overall process 
(navigation on the sidewalk → access to a specified 
pedestrian crossing→ facing a pedestrian crossing→ 
traffic light detection → judgement on crossing at a 
pedestrian crossing→detection of a pedestrian crossing) 
is approximately 0.99 s/frame by a PC having a i7-4770K, 
3.5 GHz CPU.  

6. Discussion 

A method of navigating a visually impaired person was 
proposed. By analyzing MY VISION videos, the method 
navigates a user walking a sidewalk to a specified 
pedestrian crossing and recommends the user some 
actions for safe crossing. The recommendation is based 
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on the hypothesis on pedestrian crossing behavior 
principle [14] and the analysis of the state of traffic light 
signals. 

Expecting results were obtained with (i) traffic light 
detection using HOG features and Random Forest, (ii) 
the state (red, green, flash) analysis of the traffic lights, 
and (iii) judgment on wait/cross actions based on the state 
analysis. Selecting 4 bins in HOG feature description 
was effective since it could absorb a varying inclination 
of the line segments composing a traffic light. On the 
other hand, (iv) calculation of the remaining distance 
needs to increase the accuracy. The information on how 
long one should walk further may be useful in particular 
to those visually impaired. 

Although the evaluation was done to the 
experimental results on procedures (v), (vi), and (vii), 
they are based on a rather small number of data. Further 
experiments are needed to obtain more reliable 
evaluation results. 

The detection of other objects includes road signs for 
pedestrians and obstacles which get in the way such as 
pedestrians who are standing or walking towards a user, 
or a bicycle that has been left behind nearby, etc. Thus, 
the fact that multiple objects need to be recognized is an 
issue for further study. 

The purpose of the present study is to realize the 
safety of visually impaired when they walk outdoors. A 
pedestrian crossing can pose a serious challenge for them. 
There are three important parameters relating to the 
safety of crossing a road: the 1st, the length of a pedestrian 
crossing, the 2nd, the average speed of a user, and the 3rd, 
the remaining time to cross. The former two can be 
obtained in advance, but the latter one cannot be acquired 
through the present traffic light system despite its 
absolute importance. There are traffic lights which do 
show how many seconds are left before the signal turns 
from red to green. The introduction of a reverse traffic 
light which shows how many seconds are left before the 
signal turns from green to red will surely contribute to 
realizing the safety of visually impaired people for 
crossing the pedestrian crossing. 
 
 
 
 
 
 
 
 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 3 Experimental results: (a) Red & wait; (b) green & go; 
(c) green & go. 

7. Conclusion  

This paper proposed a method of helping a visually 
impaired person to navigate outdoors. The method guides 
a visually impaired person walking on the sidewalk to a 
specified pedestrian crossing. There it detects a 
pedestrian traffic light employing MY VISION images 
and analyzes the states of signals to determine the best 
action on crossing. The effectiveness of the method was 
verified by experiments. To realize a practical system for 
a visually impaired person to walk safely in an outdoor 

Green     Go 

Green     Go 

Red     Wait 
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environment, it is necessary to detect and analyze not 
only traffic lights but also other kinds of objects on a road. 
These issues are a concern for further study. 
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