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Low-light image enhancement  

Deep learning  

Multi-branch fusion  

Convolutional neural network  

Low illumination image enhancement is a difficult but scientific task. With the image brightness 

increasing, the noises are amplified, and with the contrast and detail increasing, the false 

information is generated. To solve this problem, a multi-branch attention network is proposed to 

process low-light images directly without additional operations. The proposed network is 

composed with enhancement module (EM) and Convolutional Block Attention Module (CBAM). 

The attention module can make the CNN network structure gradually focus on the weak light area 

in the image, and the enhancement module can fully highlight the multi-branch feature graph 

under the guidance of attention. In this way, the overall quality of the picture will be greatly 

improved, including contrast, brightness, etc. Through a large number of experiments, our model 

can produce better visual effects, and also achieve good results in quantitative indicators. 

 

© 2022 The Author. Published by Sugisaka Masanori at ALife Robotics Corporation Ltd. 

This is an open access article distributed under the CC BY-NC 4.0 license 

(http://creativecommons.org/licenses/by-nc/4.0/). 

 

1. Introduction 

Due to unavoidable environments or technical limitations, 

many photographs are often taken under less than ideal 

lighting conditions. Poorly light photos are not only bad 

for aesthetic quality, but also bad for messaging.  The 

former affects the audience's experience, while the latter 

leads to misinformation being communicated. To solve 

these degradations and convert low-quality low light 

level images into normal light high-quality images, it is 

necessary to develop a good enhancement technology for 

low light image. In this paper, a deep neural network 

structure is proposed to improve the objective and 

subjective image quality. Since many existing algorithms 

basically brighten the whole picture, including traditional 

algorithms and deep learning algorithms, we consider 

introducing CBAM into the neural network to make the 

model have more self-attention. Extensive experiments 

show that the introduction of this attention mechanism 

can improve both visual perception and indicator 

estimation. Our contributions are summarized as follows. 

1) We introduce the convolution block attention module 

(CBAM) into the multi branch enhancement module, 

which improve the feature extraction capability of the 

model without significantly increasing the amount of 

computation and parameters. 2) Our method is also 

effective in suppressing image noise and artifacts in low 

light region. 

 

2. Related Work 

Low-light image enhancement techniques have 

continued to evolve in recent decades. Low light is a low-

quality image, and enhancing low-light images can not 

only improve the beauty of the image, but also help 

subsequent high-level visual tasks. Existing neural 

networks have some powerful tools such as end-to-end 

networks and GAN[1] to process low-light images. 
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LLNET[2] is the first real network to apply neural 

network to image enhancement. The paper uses deep 

self-encoding to extract image features and improve 

image brightness. Retinex-Net[3] splits the network into 

two modules, and achieves good results by pairing the 

constraints of the dataset and using the BM3D denoising 

module. In order to integrate the advantages of CNN and 

GAN, Yang Etal[4] proposed a semi-supervised model to 

enhance the image in two stages. Lv F Etal[15] proposed 

an attention-guided enhancement method and 

corresponding multi-branch network structure for 

simultaneous image enhancement and noise suppression. 

Our model decomposes the complex image enhancement 

problem into sub-problem levels related to different 

features, which can be solved separately for multi-branch 

fusion. Channel and spatial attention are embedded in the 

network, placed before each feature extraction module 

EM, which can improve the capability of the model in 

feature extraction without significantly increasing the 

amount of computation and parameters. Through this 

operation, brightness/contrast enhancement and image 

denoising are also better solved. 

3. Methodology 

This article proposes a hybrid attention mechanism 

framework A-MBLLEN based on multi-branch fusion. 

The proposed network is composed with enhancement 

module (EM) and Convolutional Block Attention 

Module (CBAM). The EM input is the output of the 

CBAM layer. U-Net[16] has been very successful in 

semantic segmentation, image restoration, and expansion. 

U-Net extracts multi-level features from different depth 

layers, retains a wealth of texture information, and uses 

multi-scale contextual information to synthesize high-

quality images. I am using U-Net as the backbone of the 

EM network. The attention module can make the CNN 

network structure gradually focus on the weak light area 

in the image, and the enhancement module can fully 

highlight the multi-branch feature graph under the 

guidance of attention. The details of the entire framework 

are shown in Fig 1. 

3.1. Enhancement module (EM) 

EM contains multiple subnets, the number equals the 

number of branches, and the output color image is the 

same size as the input image. Each subnet has a 

symmetric structure for applying convolution and 

deconvolution.  Their convolution kernel size is 3*3, the 

stride is 1, and the number of kernels is 8, 16, 16, 16, 16, 

8, 3, respectively. the RELU nonlinear activation 

function is used to increase the model capacity. After 

passing through 9 EM modules, finally concatenate them 

together to get the fused features. It should be noted that 

all subnets are trained at the same time, but are 

independent and do not share any learning parameters. 

The enhancement module is considered composing of 

encoder and decoder. The first part is used to extract 

features in the image, and then skip the connection with 

the decoder to achieve information flow at the same scale. 

Finally, the information on multiple scales is fused to 

obtain an enhanced image. The encoder and decoder are 

skipping connected for detail reconstruction. 

3.2.  CBAM 

Convolutional Block Attention Module (CBAM)[5] has 

two Attention submodules, CAM (Channel Attention 

Module) and SAM (Spatial Attention Module). CBAM 

details are shown below Fig 2. 

 

Fig 1.  This is the proposed multi-branch attention network 

framework A-MBLLEN. The proposed network with 

enhancement module (EM) and Convolutional Block Attention 

Module (CBAM). After feature fusion, adjust the channel to 3 

and output the result 
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The CAM framework is shown in Fig 3.  

If the input image is H*W*C size, the input is subjected 

to global average pooling and global maximum pooling, 

respectively, to obtain a 1*1*C feature map, and then 

pass it into a two-layer perceptron. Channel attenuation 

is performed in the first layer to C/r, where c is the 

attenuation ratio. The second layer is still restored to the 

C channel, and its weights are shared. After two layers of 

perceptrons, through an element addition operation, and 

finally through the sigmoid activation function, the 

channel attention feature𝑀C(𝐹) is obtained. 

  𝑀C(𝐹) = 𝜎 (𝑊1 (𝑊0(𝐹𝐶
avg)) + 𝑊2(𝑊0(𝐹𝐶

𝑚𝑎𝑥)))           (1)    

where  𝐹𝐶
avg  is the result of global average pooling, 

and 𝐹𝐶
𝑚𝑎𝑥 is the global maximum pooling result.  

The SAM framework is shown in Fig 4. 

The output result F of the channel attention module is 

sent to the spatial attention module. After global 

maximum pooling and global average pooling, the two 

feature maps are connected in the channel direction to 

obtain the feature map of H*W*2. Finally, a 7*7 

convolution kernel is used for channel dimension 

reduction, and finally a H*W*1 is output. Finally, the 

sigmoid activation function is performed to obtain the 

final spatial attention map M_s (F). The expression of 

M_s (F) is as Equation 2. 

           𝑀s(𝐹) = 𝜎 (𝑐𝑜𝑛𝑣(𝑐𝑜𝑛𝑐𝑎𝑡(𝐹𝑠
avg, 𝐹𝑠

max)))    (2) 

where 𝑐𝑜𝑛𝑐𝑎𝑡( )  denotes the concatenation operation; 

𝑐𝑜𝑛𝑣( )  denotes the convolution operation. Finally, 

𝑀s(𝐹)  is multiplied by the input feature map of the 

module to obtain the final generated feature map.  

By adding two dimensions of attention, it not only 

enhances the Structural similarity of the image, but also 

suppresses the noise. 

3.3. Loss Function 

The function of loss function is to make the enhanced 

image𝐸(𝑥,𝑦)  of the input image 𝐼(𝑥,𝑦) after the trainable 

CNN with parameters W enhancement as close as 

possible to the input reference image𝑅(𝑥,𝑦). In order for 

the enhancement network to improve the image quality, 

we need a sophisticated loss function design to have a 

good effect in terms of quantity and quality. The MSE 

loss function to be minimized as: 

                      MSE=‖𝐸(𝑥,𝑦) − 𝑅(𝑥,𝑦)‖
2
                        (3) 

The structural loss function adopts DSSIM which is 

comes from Structural Similarity SSIM[6] and can be 

expressed as: 

DSSIM= (1 − 𝑆𝑆𝐼𝑀(𝑅(𝑥,𝑦) − 𝐸(𝑥,𝑦)))/2        (4) 

We generally obtain the structural similarity of the pixel 

p in the two images by the following simple expression. 

SSIM=−
1

𝑁
∑

2𝑢𝑥𝑢𝑦+𝐶1

𝑢𝑥
2+𝑢𝑦

2+𝐶2
∙

2𝜎𝑥𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
𝑝∈𝑖𝑚𝑔       (5) 

where 𝑢𝑥 and 𝑢𝑦 are pixel value averages, 𝜎𝑥
2 and+𝜎𝑦

2 

are variances, 𝜎𝑥𝑦 is covariance, and C1 and C2 are 

parameters to maintain the stability of SSIM. 

The Context loss can improve the visual quality. We 

choose a VGG network[7] with stable structure to ensure 

that the extracted features are more representative of the 

original image. the context   

 loss is defined as follows: 

 𝐿𝑉𝐺𝐺 =
1

𝐶
𝑖，𝑗
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𝑖，𝑗
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where E and G represent the enhanced image and the 

reference image, respectively. 𝑤i,j ,  𝐻i,j and 𝐶i,j  is the 

feature map under different dimensions in VGG[7]. 

Besides, 𝜑𝑖,𝑗  represents the result output from the first 

convolutions in several blocks in the VGG-19 Network. 

The total loss can be expressed as: 

                        𝐿𝑡𝑜𝑡𝑎𝑙 = 𝑀𝑆𝐸 + 𝐷𝑆𝑆𝐼𝑀 + 𝐿𝑉𝐺𝐺                   (7) 

 

Fig 2. CAM(Channel Attention Module) and SAM(Spatial 

Attention Module). CAM is responsible for the attention 

weight on Channel, SAM is responsible for the attention 

weight on space (Height, Width). 

 

Fig 4. SAM struture 

 

Fig 3. CAM struture 
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4. Experimental Evaluations 

We are implementing on tensorflow and Keras. Using 

pretrained weights we can fit faster. During training, we 

use ADAM[8] optimizer and set parameters a = 

0.002, ε = 10−8 , β1 = 0.9 and  β2 = 0.999. 

4.1.  Dataset and Metrcis 

It is extremely important for the model to have a training 

set that is rich in variety. We pick 16,295 images from 

the VOC[17] dataset and use a scientific approach[9] to 

synthesize low-light and noisy paired images. With 

reference images in our dataset, we are able to perform 

qualitative and quantitative enhancement assessments. 

Among the evaluation methods with reference, we 

choose SSIM[10] and PSNR, and the evaluation 

indicators without reference include brightness average 

AB[11] and natural image quality evaluation NIQE[12]. 

These metrics are good for an objective evaluation of the 

enhancement effect, and we quantitatively compare the 

model(EnlightenGAN[13], MBLLEN[14]) proposed in 

this paper with several existing models. The results are 

shown in Table 1. 

 

 

 

 

 

 

 

Image Structural Similarity (SSIM) as a measure of 

Similarity between two images by calculating the SSIM 

of the enhanced results of the reference image and low 

illuminance image, the performance of the algorithm can 

be analyzed. Generally speaking, the larger SSIM value 

is, the closer it is to the reference image, that is, the 

illumination enhanced the better the results. After the 

algorithm proposed in this paper enhanced the low-

illumination image, SSIM value was improved to 0.894, 

which is superior to other methods, indicating that the 

model proposed in this paper can improve the structural 

similarity between the enhanced image and the real 

image. Peak Signal-to-noise Ratio (PSNR) is a 

commonly used index to evaluate image quality. It 

reflects the degree of distortion between the image 

restored by low illumination image algorithm and the 

reference image. Generally speaking, The larger the 

PSNR, the better the picture fidelity, that is, the less the 

image is distorted compared to the reference image.  As 

can be seen from the table, after using the image 

enhancement algorithm proposed in this paper, The 

PSNR is improved to 26.57, which has obvious 

advantages compared with other algorithms, thus proving 

the effectiveness of our proposed algorithm. 

5. Conclusions 

As shown in Table 1, we basically have the best results 

on all indicators, and one of our indicators, NIQE, is 

ranked last. In general, our model has achieved good 

results from both qualitative and quantitative 

perspectives. We applied the model to actual noisy 

pictures, and found that A-MBLLEN can model noisy 

pictures in real environments, resulting in enhanced 

images with good visual perception. In the future, we will 

develop more useful algorithms to solve real-world low-

light image enhancement problems, such as Multi-scale 

fusion of low illumination image features and some 

segmentation and noise image as prior information 

enhance the enhancement and generalization ability of 

the model. 
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