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We have developed a fall risk alert system using a smartphone with a LiDAR sensor, Apple’s 

iPhone 12 Pro, as an electronic travel aid (ETA) for visually impaired to reduce fall risks from 

the edge of station platform and the stairs. The proposed system generates the height grid map 

generated from 3D point clouds and posture from the smartphone, and classify the walking area 

to four areas, walkable, positive obstacle, negative obstacle and occlusion areas. In this paper, we 

describe the algorithm and the experimental results of the environmental recognition system for 

the fall risk alert. In the experiments, the accuracy, stability, and time delay are evaluated in ap-

proaching a fall risk area, such as stairs. The results show the smartphone has the possibility to 

be the ETA to support the visually impaired and reduce the fall risks. 

 

© 2022 The Author. Published by Sugisaka Masanori at ALife Robotics Corporation Ltd. 

This is an open access article distributed under the CC BY-NC 4.0 license 

(http://creativecommons.org/licenses/by-nc/4.0/). 

1. Introduction 

Fall accidents on station platforms are one of severe 

problems for the visually impaired during walk alone. 

According to statistics data from the Ministry of Land, 

Infrastructure, Transport, and Tourism in Japan [1], the 

average of approximately 76 fall accidents occurs every 

year. One of factors of the fall accidents is the difficulty 

for the visually impaired to recognize road conditions 

further away than detecting with a cane (until approx. 1 

m ahead), and they don’t have enough time to find and 

avoid obstacles with their walking speed [2]. To reduce 

the fall accidents, the visually impaired needs to identify 

areas likely to fall down including further area than noti-

fied area with a cane. To solve this problem, the support 

devices called Electronic Travel Aids (ETAs) have been 

developed, which inform alert using ultrasonic or infra-

red sensors to the visually impaired in non-visual infor-

mation formats such as sound and vibration [3]. In recent 

years, a lot of research and development have been done 

on ETAs which detect and emit a warning of entering fall 

risk areas, such as stairs and gaps. However, the primary 

purpose of commercially available ETAs such as 

Miniguide [4], UltraCane [5], WeWALK [6], Sunu band 

[7], BuzzClip [8] are positive obstacle detection (walls, 

pillars, etc.) and warn approaching obstacles. Few de-

vices device have been commercialized to make a warning 

on approaching of fall risk areas. Due to the development 

of information technology and computers, smartphones 

with high computational power and sensors are available 

and widespread recently. Smartphones have the big pos-

sibility to be the supporting tools for the visually im-

paired as the smartphones have necessary functions such 

as voice recognition, image processing, GPS positioning 

and navigation, internet services, LiDAR and so on. 

In this research, an ETA, whose main component is a 

smartphone with LiDAR sensor, has been proposed and 

evaluated. The ETA obtains the distance data of sur-

roundings using the LiDAR sensor and estimate the fall 
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risk of walking area, and labels the risk level.  The algo-

rithm of ETA is proposed and evaluated through experi-

ments. 

 

2. Related Works 

2.1. Electronic Travel Aids to Make Warning of 

Fall Risk 

Most of commercially available ETAs alert their users 

for the fall risk based on the distances to the walking floor. 

The distance to the floor in the earth coordinate is calcu-

lated using 3D posture information from the IMU sensor, 

and make a warning if the distance to the floor exceeds 

the threshold value. The ETAs have the appearance of a 

wearable device, such as a belt type [9], [10], a cart type 

[11], a cane-integrated type [12], [13], [14] and a head-

gear type [15], [16]. Also, negative obstacle detection al-

gorithms for the ETAs have been developed: the edge de-

tection from stereo vision using seed growing and dy-

namic programming [17], the staircase detection using 

image processing and support vector machine (SVM) 

from RGB and depth (RGB-D) images [18] and the 

ground and hole detection from disparity image [19]. 

Many ETAs and algorithms have been developed, how-

ever, few devices have achieved the commercialization 

process.  

2.2. Smartphone-based Electronic Travel Aids 

The smartphones consist of computers, cameras, IMU, 

GPS and so on, and also many advanced applications 

have been implemented on them for the visually impaired.  

For examples, Seeing AI [20] (Microsoft Corp.) and En-

vision AI [21] (Envision Technologies B.V.) were al-

ready available as commercial applications for object 

recognition and notification of recognition results. High-

end models of Apple's smartphones after iPhone 12 Pro 

have a LiDAR sensor [22] which enables iPhone to ac-

quire high accuracy and wide range of distance infor-

mation to the surroundings and is often used for naviga-

tion by combining the distance information, IMU data, 

heading, height and GPS position.  For examples, those 

applications offer the functions such as the guidance on 

aisles [23], recognition to assist in following a line [24], 

positive obstacle detection and intersection detection for 

indoor walking assistance [25]. 

 

3. Fall Risk Estimation Method  

3.1. Basic Concept 

We have developed an ETA using a smartphone with 

LiDAR to inform the fall risk areas ahead of the visually 

impaired where he/she cannot recognize with a cane as 

shown in Fig. 1, and offers safety checks in advance to 

reach those area if used with the cane. We assume that 

the ETA (iPhone) is attached on the user's chest with a 

tilt downwards to measure the distances of walking sur-

face. The ETA estimates the surface height and compare 

with current ground level, and the height is not within the 

safety region, ETA vibrates and the connected smart 

watch also make alarms and vibrations. As shown in Fig. 

2, the ETA categorizes the front surface to four areas, 

positive obstacle area (blue), walkable area (green), neg-

ative obstacle area (orange) and occlusion area (red) 

based on the surface height 𝑧R
R  in coordinate ΣR whose 

𝑧-axis is in the gravity direction. The coordinate ΣC is the 

local coordinate corresponding to the ETA. Comparing 

the surface height with that of ETA 𝐻chest, system deter-

mines the category of front surface. Here, 𝑋min  is the 

distance to the nearest line of mapping area of the 

recognition space to the ground surface, 𝑋max is  that of 

the farest line, 𝑥edge  is that of the nearest mesh of 

occlusion or negative obstacle areas.  𝑋th1, 𝑋th2, 𝑋th3 are 

distance thresholds for the fall risk estimation. 

3.2. Algorithm of Fall Risk Estimation 

The flow of the algorithm for fall risk estimation is 

shown in Fig. 3, and the area 𝑠risk of the fall risk area at 

the recognition space. The details of the process in each 

step are shown below. 

Fig. 1 Concept of electronic travel aid 
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 (1) Generate Point Cloud  

A 3D point 𝒑C = [ 𝑥C
C , 𝑦C

C , 𝑧C
C ]𝑇 ∈ ΣC (Camera co-

ordinate) is calculated from the depth 𝑑𝑢𝑣 [26] from the 

LiDAR sensor and 𝑢P , 𝑣P  , which are in the coordinates 

on the depth image plane  ΣP, 𝑐𝑢 and 𝑐𝑣 are the center po-

sition on ΣP , 𝑓𝑢  and 𝑓𝑣  are the focus parameters, as 

shown in Eq. (1). 

𝒑C = [

𝑥C
C

𝑦C
C

𝑧C
C

] =

[
 
 
 
 
 
𝑢P − 𝑐𝑢
𝑓𝑢
𝑣P − 𝑐𝑣
𝑓𝑣
1 ]

 
 
 
 
 

𝑑𝑢𝑣 (1) 

 The point 𝒑C  is transformed from ΣC to ΣR(Recogni-

tion space coordinate). 𝒑R = [ 𝑥R
R , 𝑦R

R , 𝑧R
R ]𝑇 ∈ ΣR by 

using gravity direction from IMU. In the coordinate 

transformation, the quaternion �̃�C
′

, �̃�R , �̃�C
′ ∗ and �̃�∗R . 

�̃�C
′

 are used for the calculation of the coordinate trans-

formation. �̃�R  is obtained from the smartphone's 3D pos-

ture on ΣR. �̃�C
′

 and �̃�R  are defined as shown in Eq. (2) 

and Eq. (3), respectively. 

 

�̃�C
′
= 𝑞𝑤

C′ + 𝑞𝑥
C′ 𝒊′ + 𝑞𝑦

C′ 𝒋′ + 𝑞𝑧
C′ 𝒌′ = 𝑞𝑤

C′ + 𝒒C
′
(2) 

�̃�R = 𝑞𝑤
R + 𝑞𝑥

R 𝒊 + 𝑞𝑦
R 𝒋 + 𝑞𝑧

R 𝒌 = 𝑞𝑤
R + 𝒒R (3) 

 

𝑞𝑤
C′ , 𝑞𝑥

C′ , 𝑞𝑦
C′  and 𝑞𝑧

C′  are scalar values on ΣC′  

whose unit vectors are 𝒊′ , 𝒋′ , and 𝒌′  , and 𝑞𝑤
R ,  𝑞𝑥

R , 

𝑞𝑦
R  and 𝑞𝑧

R  are on ΣR whose unit vectors are 𝒊, 𝒋, and 

𝒌 . 

�̃�C
′ ∗  and �̃�∗R  are the conjugate quaternions of �̃�C

′
 

and �̃�R , respectively. The coordinate transformed point  

𝒑C
′
= [ 𝑥C′

C′ , 𝑦C′
C′ , 𝑧C′

C′ ]𝑇 ∈ ΣC′  is obtained from Eq. 

(4), and 𝒑R  is obtained from Eq. (5). 

𝒑C
′
= �̃�C

′ ∗ 𝒑C �̃�C
′

(4) 

𝒑R = �̃�∗R 𝒑C
′

�̃�R (5) 

(2) Generate Grid Map 

Using the point 𝒑R , the grid map is generated to re-

duce the noise in the points and simplify the calculation. 

The height 𝑧R R
̅̅ ̅̅ ̅ in each grid is calculated as the average 

of 𝑧-axis position in the points 𝒑𝑚𝑛
R  in each grid, de-

fined in Eq. (6). 𝑀 and 𝑁 are the lengths of each axis 
on the grid map, 𝑚 = 0, 1, … ,𝑀 − 1  and 𝑛 =
0, 1, … , 𝑁 − 1 are position on ΣM(grid map coordinate), 

𝑋min and  𝑌min  are minimum value of 𝑥R R and 𝑦R R on 

grid map, respectively.  𝐷max is maximum depth on the 

depth image.  

 

 
 

Fig. 3 Flowchart of fall risk estimation 

Fig. 2 Classification of front ground into four areas 
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𝒑𝑚𝑛
R ∈ 

{ 𝒑R |

𝑚∆𝑋+𝑋min ≤ 𝑥R R < (𝑚 + 1)∆𝑋+𝑋min,

𝑛∆𝑌+𝑌min ≤ 𝑦R R < (𝑛 + 1)∆𝑌+𝑌min,

−𝐷max ≤ 𝑧R R ≤ 𝐷max

  } (6) 

 𝑧R R
̅̅ ̅̅ ̅  is calculated as shown in Eq. (7). 𝑛𝑝 is the number 

of 𝒑𝑚𝑛
R .  

𝑧R R
̅̅ ̅̅ ̅ = (1/𝑛𝑝) ∙ ∑ 𝑧R R

𝑧R R∈ 𝒑𝑚𝑛
R

(7)
 

(3) Classify Grid Map 

The system classifies each cell in the grid map by 

thresholds areas into four labels, walkable area(𝐴1), pos-

itive obstacle area(𝐴2), negative obstacle area(𝐴3), and 

occlusion area(𝐴4). Equation (8) provides classification 

of 𝐴(𝑛𝑝, 𝑧R R
̅̅ ̅̅ ̅) using the parameters, 𝑛𝑝 and 𝑧𝑅 R

̅̅ ̅̅ ̅. 

𝐴(𝑛𝑝, 𝑧R R
̅̅ ̅̅ ̅) = 

{
 
 
 

 
 
 𝐴1 (if 𝑛𝑝 ≠ 0,𝐻chest −

𝐿w
2
≤ 𝑧R R
̅̅ ̅̅ ̅ ≤ 𝐻chest +

𝐿w
2
)

𝐴2 (if 𝑛𝑝 ≠ 0, 𝑧R R
̅̅ ̅̅ ̅ > 𝐻chest +

𝐿w
2
)

𝐴3 (if 𝑛𝑝 ≠ 0, 𝑧R R
̅̅ ̅̅ ̅ < 𝐻chest −

𝐿w
2
)

𝐴4 (if 𝑛𝑝 = 0)

(8) 

(4) Estimate Fall Risk 

The fall risk is estimated, the classified cells along 𝑥-

axis direction in the grid map, and the edge position on 

each row of the grid map 𝑚edge  is defined as the edge 

cell where label of 𝐴(𝑛𝑝, 𝑧R R
̅̅ ̅̅ ̅) changes from walkable 

area (𝐴1) to fall risk area (𝐴3 or 𝐴4). The minimum dis-

tance from the edge 𝑥edge is calculated by Eq. (9) to the 

row with the minimum number of cells to the edge. ∆𝑋 

is the grid width. 

𝑥edge = 𝑋min + ∆𝑋 ∙ min(𝑚edge) (9) 

Next step, this system calculates the size of the fall risk 

area 𝑠risk by Eq. (10). 𝑛risk is the number of cells classi-

fied into Occlusion area or Negative obstacle area. 𝑁grid 

is total number of cells. 
𝑠risk = 𝑛risk / 𝑁grid (10) 

As the final step, the fall risk level 𝐹𝑅 is calculated by  

𝑥edge and 𝑠risk as shown in Fig. 4. The level is classified 

into 4 levels (0,1,2,3) as shown below. 𝑋th1 and 𝑋th2, and  

𝑋th3 are distance thresholds (𝑋th1 > 𝑋th2 > 𝑋th3 ). 𝑆th is 

area threshold of fall risk area. 

 

3.3. Algorithm Implementation into Smartphone 

The fall risk estimation algorithm describe in the pre-

vious section was implemented as the iOS app for travel 

aids for visually impaired. The GUI of the application is 

shown in Fig. 5. The grid map preview in the center is the 

top view with the bottom side as the user side. 𝐻chest and 

𝐻w settings and start/end of data recording can be oper-

ated in the control panel. 

The simulator was created to consider the appropriate 

parameters in this algorithm using MATLAB R2022a. 

The simulation results in the top view of the grid map, 

color-coded by area, as shown in Fig. 6. 

3.4. Experiments at Fall Risk Area 

Two kinds of experiments to approach a fall risk area 

were conducted to compare the transition of labeling by 

changing the approach angles into the fall risk area, the 

accuracy of the minimum distance estimation, and the re-

sponsiveness of the notification as follows.  

(1) Procedure 

The task of the experiments is that the subject with the 

device on the chest walks straight to the stairs, as shown 

in Fig. 7. The approach angle 𝜃𝑎 are (i) 90[deg] and (ii) 

45[deg]. Here, subject was a sighted person, and the ex-

periment was conducted without a blindfold for safety 

reasons. 

Condition (i) assumed that user is getting on the train, 

and condition (ii) is moving along the platform and ap-

proaching the edge of the platform. Also, the length 𝑙0 

from subject to fall risk area was 3[m]. The collected data 

during the experiment were depth images, attitudes, and 

self-position from smartphone. 

The smartphone was fixed to the front of the subject's 

chest with a harness-type fixture. The smartphone was 

also tilted downward 30[deg]. 

Fig. 4 Definition of fall risk level 
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This experiment was done on the outdoor at the Waka-

matsu campus of Kyushu Institute of Technology. As 

shown in Fig. 8, the space has wide stairs with the height 

of step 0.14[m] and the length 0.34[m]. 

(2) Analysis Method 

The accuracy, stability, and delay of the fall risk esti-

mation are evaluated by using the data recorded in this 

experiment to calculate the fall risk using the algorithm 

proposed here and comparing the fall risk at each time 

with each parameter used in the calculation. In the anal-

ysis, 𝐻chest  = 1.32[m], 𝑋th1= 2.35[m], 𝑋th2 =1.85[m], 

𝑋th3  = 1.35[m], 𝑆th = 0.5, 𝑌width  = 1.00[m], and 𝐻w  = 

0.10[m]. The grid width ∆𝑋 and ∆𝑌 were 0.05[m] in 𝑥 

and 𝑦-axis directions.  

(3) Results 

The minimum distance, fall risk area, and the fall risk 

level for the approach angle of 90[deg] is shown in Fig.  

9 and for an approach angle of 45[deg] in Fig. 10. In all 

cases, the fall risk level increased in steps as one ap-

proached the fall risk area. Figure 11 shows the results of 

the grid map transition. At first, the area is green to show 

safety area, and as going to stairs, the red (occlusion) and 

orange (negative obstacle) areas appear in front of the 

subject. In the case of 45[deg] approach, the orange area 

appears from right side of subject as we expected. 

 

4. Discussions 

4.1. Discussion on Approach Angle 

The results of approaches with the angles of 90[deg] 

and 45[deg] show that the trends are similar except for 

the span of the level increase. This result indicates the 

possibility to be robust system on approaching angles. 

However, the result shows the difference in the timing to 

Fig. 5 Overview of App GUI 

Fig. 7 Experiment conditions 

Fig. 8 Experiment site with stairs Fig. 6 Examples of grid map simulations 
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change to the maximum fall risk level. In the case of  

90[deg], the time duration of the fall risk level changes 

from 2 to 3 is 0.02〜0.20[s]. The fall risk area increases 

at a faster rate than the case of 45[deg] approach. Also, 

focusing on 𝑥edge and 𝑠risk in Fig. 6, the example indi-

cates that 𝑥edge becomes shorter (2.00[m] to 1.40[m]) as 

𝜃𝑎  decreases with the same distance from the fall risk 

area. For maximum fall risk estimation, 𝑠risk  may be 

dominant when 𝜃𝑎 increases and 𝑥edge may be dominant 

when 𝜃𝑎 decreases. Therefore, 𝑋th1 to 𝑋th3 and 𝑆th need 

to be set with considering the approaching angle 𝜃𝑎.  

4.2. Discussion on Fall Risk Estimation 

We discuss the fall risk estimation algorithm, stability, 

and delay, considering the case of visually impaired users 

of this system based on the analysis result. 

(1) Accuracy of Fall Risk Estimation 

In the experiment, the risk level had changed as we 

expected. However, the variation of walking 

environment should be considered into the set of 

parameters for the fall risk estimation. The experiments 

were conducted in an environment with relatively small 

gaps around stairs, so that we should conduct a lot of 

experiments with various gaps, such as at the edge of a 

station platform. Then it needs to carry out experiments 

with visually impaired subjects to evaluate whether this 

fall risk level is adequately communicated to the visually 

impaired and notification of this level will help improve 

safety confirmation techniques. 

(2) Stability of Fall Risk Estimation 

The fall risk estimation results are stable except around 

the minimum distance threshold based on the analysis re-

sults of this experiment. This result indicates that the fall 

risk notification is stable for situations other than near the 

threshold of the minimum distance. The algorithm will 

reduce the confusion of the visually impaired by notifi-

cation. A hysteresis addition to the threshold would im-

prove stability for fall risk estimation around the mini-

mum distance threshold. Consider setting the hysteresis 

range based on walking speed, grid size. 

(3) Delay of Fall Risk Estimation 

In the analysis result, we found that the fall risk level 

increased when the threshold was exceeded for each of 

the parameters. the results indicate small delay in the al-

gorithm concerning fall risk estimation. 

Since we are considering using the smartphone’s vi-

bration function in the actual notification, the design of 

the notification must consider the delay that would result 

from using these functions. 

 

5. Conclusion 

In this paper, we proposed a fall risk estimation system 

for visually impaired using distance information from Li-

DAR sensor on the smartphone and evaluated through 

Fig. 9 Analysis results (𝜽𝒂 =90[deg]) 

Fig. 10 Analysis results (𝜽𝒂 =45[deg]) 



  

 

355 

experiments. The experimental results show that the sys-

tem has enough possibility to estimate fall risk, which 

could categorize the area to four kinds of areas in the ap-

proach angle 90 and 45 degrees to the stairs, using only 

the information obtained from a smartphone with a Li-

DAR sensor. The propose algorithm was implemented as 

the smartphone application and could make an alert of 

safety confirmation for subject. 

Future issues include stabilizing the fall risk estima-

tion by adding hysteresis and examining the parameters 

of the fall risk estimation through evaluation experiments 

under actual operating conditions. 
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Appendix A. Quaternion [27] 

Quaternion is defined by Eq. (A.1). 𝑞0 is the scalar part,  
𝒒 = 𝑞1𝒊 + 𝑞2𝒋 + 𝑞3𝒌 is the vector part in the cartesian 
coordinate system. 𝒊, 𝒋, and 𝒌 are basis vectors in the 
Cartesian coordinate system, 𝑥 -axis, 𝑦 -axis, and 𝑧-axis, 
respectively. Also, 𝒊, 𝒋, and 𝒌 are provided in Eq. (A.3) 
from the vector product 𝒂 and 𝒃 defined in Eq. (A.2). 

�̃� = 𝑞0 + 𝒒 = 𝑞0 + 𝑞1𝒊 + 𝑞2𝒋 + 𝑞3𝒌 (A. 1) 
𝒂𝒃 ≡ −𝒂 ∙ 𝒃 + 𝒂 × 𝒃 (A. 2) 

𝒊2 + 𝒋2 + 𝒌2 = 𝒊𝒋𝒌 = −1
𝒊𝒋 = −𝒋𝒊 = 𝒌, 𝒋𝒌 = −𝒌𝒋 = 𝒊, 𝒌𝒊 = −𝒊𝒌 = 𝒋

(A. 3) 

Conjugate quaternion �̃�∗ is the inverted sign of the 
vector part of the quaternion �̃�, as shown in Eq. (A.4). 

�̃�∗ = 𝑞0 − 𝒒 = 𝑞0 − 𝑞1𝒊 − 𝑞2𝒋 − 𝑞3𝒌 (A. 4)         
The quaternion product of two quaternions �̃� and 𝑝 =

𝑝0 + 𝒑 = 𝑝0 + 𝑝1𝒊 + 𝑝2𝒋 + 𝑝3𝒌 is shown in Eq. (A.5) 

from Eq. (A.2). Also, the quaternion product is noncom-
mutative (�̃�𝑝 ≠ 𝑝�̃�). 
�̃�𝑝 = (𝑞0 + 𝒒)(𝑝0 + 𝒑)  

= 𝑞0𝑝0 + 𝑞0𝒑 + 𝑝0𝒒 − 𝒒 ∙ 𝒑 + 𝒒 × 𝒑 (A. 5) 
The norm of quaternions is shown as Eq. (A.6). 

‖�̃�‖ = √𝑞0
2 + 𝑞1

2 + 𝑞2
2 + 𝑞3

2 (A. 6) 

The quaternion provided the rotation is provided as 
Eq. (A.7). 𝒏 is the unit vector in the cartesian coordinate 
system. 𝜃 is the rotation angle. This quaternion’s norm 
is ‖�̃�‖ = 1. 

�̃� = cos
𝜃

2
+ 𝒏 sin

𝜃

2
(A. 7) 

By using the quaternions in Eq. (A.7), the rotation of 
the position vector  𝒓 = [𝑥, 𝑦, 𝑧]𝑇 and the rotation of the 
coordinate system are shown in Eq. (A.8) and Eq. (A.9), 
respectively.  

𝒓′ = �̃�𝒓�̃�∗ (A. 8) 
𝒓′′ = �̃�∗𝒓�̃� (A. 9) 

Equation (A.10) and Eq. (A.11) are expanding Eq. 
(A.8) and Eq. (A.9), respectively.  Equation (A.10) is 
equal to the rotation of the position vector shown in Fig. 
A.1; Eq. (A.11) is the reverse order of the vector prod-
uct in the third term of Eq. (A.10), which provides the 
rotation of the coordinate system. 

𝒓′ = (cos
𝜃

2
+ 𝒏 sin

𝜃

2
) 𝒓 (cos

𝜃

2
− 𝒏sin

𝜃

2
)  

= (𝒓 ∙ 𝒏)𝒏 + {𝒓 − (𝒓 ∙ 𝒏)𝒏} cos 𝜃 + 𝒏 × 𝒓 sin 𝜃 (A. 10) 

𝒓′′ = (cos
𝜃

2
− 𝒏 sin

𝜃

2
) 𝒓 (cos

𝜃

2
+ 𝒏 sin

𝜃

2
)  

= (𝒓 ∙ 𝒏)𝒏 + {𝒓 − (𝒓 ∙ 𝒏)𝒏} cos 𝜃 + 𝒓 × 𝒏sin 𝜃 (A. 11) 

 

 

 
Fig. A.1 Position vector rotation 

 (Modified from the paper [27]) 
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