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ABSTRACT  
Constructing a food dataset is time and effort consuming due to the requirement for covering the 
feature variations of food samples. Additionally, a large dataset is needed for training neural 
networks. Generative adversarial networks (GANs) are a recently developed technique to learn 
deep representations without extensively annotated training data. They can be used in several 
applications, including generating food datasets. This paper advocates the use of Cycle-GAN to 
generate a large pseudo-realistic food dataset based on a large number of simulated images and a 
small number of real images in comparison to traditional techniques. A single depth camera in 
three different angles and a turntable are arranged to capture real RGB-D images of food samples. 
3D modeling software is used to generate simulated images using the same configuration of 
captured real images. Results showed that Cycle-GAN realistic style transfer on simulated food 
objects is achievable, and that it can be an efficient tool to minimize real image capturing efforts. 
 
© 2022 The Author. Published by Sugisaka Masanori at ALife Robotics Corporation Ltd. 
This is an open access article distributed under the CC BY-NC 4.0 license 
(http://creativecommons.org/licenses/by-nc/4.0/). 

 
 

 
1. Introduction 
Recently, generative adversarial networks (GANs) have 
attracted particular attention and have been widely studied 
since 2014, and several algorithms have been proposed [1]. 
GANs can generate an image that resembles a real one 
which then used for training as a dataset. Basically, there 
are various dataset being used to train GAN including 
human face image dataset such as CelebA and a numeric 
character image dataset such as MNIST [2].  
GANs have produced promising results in many 
generative tasks, such as photo-realistic image generation. 
In fact, obtaining a large dataset needed for training neural 
networks is time and effort consuming. The Cycle-GAN is  
 
a technique that involves the automatic training of image-
to-image translation models with relatively high 
resolutions, compared with other networks [3]. Other  

 
related work is the semi-automatic RGB dataset generation 
for object detection and classification [4].  This paper aims 
to employ the automated Cycle-GAN technique to 
synthesize a large food dataset by the means of converting 
the simulated images to more relevant realistic images 
instead of only using a large real image dataset. 
Accordingly, it generates the nearest-to-real images 
through training on a small number of real images 
simultaneously with a large number of simulated images. 
The method used in this study synthesizes a large food 
dataset effortlessly compared with the traditional imaging 
techniques. This paper is an extended version of the 
proceeding of ICAROB 2021 [5]. 
 
2. Research Concept 
 
The main concept focuses on using a depth camera to 
capture both RGB and depth images simultaneously, while 
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also employing Autodesk 3D-Maya software [6] to obtain 
the simulated images from 3D food models. Afterwards, 
training the Cycle-GAN using the obtained images is done 
to investigate the capability of Cycle-GAN to produce the 
pseudo realistic images. The training is based on few real 
images and several simulated images.  
 
3. Methodology 
 
3.1. Real image capturing 
 
The image capturing setup, as shown in Figure 1, was 
comprised of the Intel® RealSense™ Depth Camera 
D435i, a turntable on which the food objects were placed, 
and a fixture to hold the depth camera in different pose 
configurations. The capturing process was carried out 
through adjusting the depth camera to be in front of an 
actively rotating turntable where the food objects 
including an apple, a kiwi, a mini-tomato and a mushroom 
were placed. Both RGB and depth images were captured 
using this camera. The settled pose configurations of 
image capturing were as follows; the distance from the 
object was 50 cm and three different  
 

capturing angles (0°, 45°, and 90°) were used. As for the 
turntable, the rotation rate was 1.22 rpm. As for the image 
capturing configuration, the frame rate was 30 fps, and the 
output image resolution was 640×360 pixels.  
 
The obtained images were further processed as shown in 
Figure 2. All images for each food class were organized 
into separate folders respectively. Each class has 13140 
images; 6570 for RGB and the same number for depth in 
Jet-color mapping [7], which are compised of  2190 
images from each selected angle (2190 * 3 capture poses * 
2 modalities = 13140 images). The Robot Operating 
System (ROS) was used to facilitate the image capturing 
process, specificaly the Rosbag record utility to store the 
images in .Bag files. During the capture process, region of 
interest (ROI) cropping at 150×150 pixels and 
normalization were applied simultaneously to the images 
that were stored in the resulting .Bag file format. 
Extraction of images was carried out using the CV_bridge 
library [8], [9] in order to organize the captured images 
into respective directories. Moreover, the saved images 
were further processed by removing the background after 

the manual detection of the background color range for 
RGB via Chroma-key masking [10], and applying the 
same mask on the depth images. 
 
 

 3.2. Simulated image generation 
 
The simulated 3D model for each object class (an apple, a 
kiwi, a mini-tomato and a mushroom) was downloaded 
freely from web sources as an .obj format. Thereafter, 
these models were imported to the Autodesk 3D Maya 
software  to obtain the simulated images using the same 
cofigurations applied for capturing the real images 
(capturing angles, object capturing distance, turntable 
rotation rate, capturing rate and resolution), resulting in the 
same number of captured images as those  obtained from 
real capturing. Finally, the background was also 
algorithmically removed for both RGB and depth images 
during the rendering step. However, the simulated depth 
images were obtained in grey-scale color model. The 
whole setup of the process is presented in Figure 3.  

 
3.3. Cycle-GAN image generation 
 

Fig. 2. Process flow illustrating the different procedures 
of real image capturing beginning from image capturing 

and ending with processed outputs. 
 

Fig. 1. Image capturing setup showing three different 
pose configurations. 

 

Fig. 3. Simulated images generation 
i  
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As an initial experiment, for each food class 500 real 
images and 500 simulated images were used to train the 
Cycle-GAN neural network. The epoch was setup to be 
200 epochs, yielding a training time of about 11 hours. 
Thereafter 6070 images were tested to validate the Cycle-
GAN neural network. The main concept and various 
processes applied through Cycle-GAN is illustrated in 
Figure 4.  

4. Results and discussion 
 
4.1. Real imaging 
 
Four classes were selected as food objects which were 
mushroom, mini-tomato, apple, and kiwi. For each object 
class both RGB and depth were captured in three different 
capturing angles 0°, 45°, and 90°, resulting in 13140 total 
images as 2190 images for each category at each capturing 
angle. In Figures 5, 6, 7, and 8 the real images of different 
food objects are shown, along with the applied mask, and 
the obtained output. Moreover, at 0° the turntable surface  
appeared in all captured images and this required an extra 
cropping step to remove the interfered surface part before 
applying the Chroma-key masking. However, at 45° and 
90° this process was not necessary and the Chroma-key 
masking was applied directly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The main concept of applying Cycle-GAN to 
generate pseudo real images. 

Fig. 5. Real captured RGB and depth images for apple, 
and the output after masking. 

Fig. 6. Real captured RGB and depth images for kiwi, 
and the output after masking. 

Fig. 7. Real captu0red RGB and depth images for 
mini-tomato, and the output after masking. 
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4.2. Simulated imaging  
As per the process in section 3.2, the same number of 
simulated images were obtained at each angle for both 
RGB and depth as those obtained with the real imaging 
process. However, the obtained depth images were grey-
scale. Figure 9 shows the obtained RGB and depth 
simulated images for each investigated food class.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3. Cycle-GAN 
As previously described, 500 RGB Real images in addition 
to 500 RGB simulated for each object class were used to 
train the Cycle-GAN neural network. Afterwards, the rest 
of the total obtained simulated images (6070) were used in 
the testing step as shown in Figure 10. It was observed 
from the obtained RGB output that Cycle-GAN is 
considerably an effective tool for the generation of near to 
real images in various angles. On the other hand, for the 
depth images, 500 images were also selected for each 
object class to train the Cycle-GAN. In the same manner, 
the rest of the total obtained images were used to test the 
Cycle-GAN. Figure 11 shows the obtained depth Cycle-
GAN output for the trained food classes as example.  
 
 

4.4. Generated dataset properties 
 
n this section we describe the number of images for each 
class (RGB or depth) generated by the trained GAN. In our 
trial, we trained the Cycle-GAN on 500 real captured 
images and another 500 simulated images. After training, 
we used 6070 simulated images as input to the trained 
GAN model, and accordingly obtaind 6070 of near to real 
images as shown in Tabel 1.  As a result, we obtained a 
large number of generated images using a small number of 
trained ones. In this case, we managed to obtain about 12 
times of the number of real images in the form of near-
realistic images. As a matter of fact, we can obtain more 
output images generated by the GAN based on the number 
of input simulated images (which are easier to obtain in 
comparison to real captured images) shown in Table 1. 

Fig. 8. Real captured RGB and depth images for 
mushroom, and the output after masking. 

Fig. 9. Simulated RGB and depth images for 
apple, mushroom, mini-tomato, and kiwi. 

Fig. 10. Samples for Cycle-GAN output for different 
food classes RGB images at variant angles. 

Fig. 11. Samples for Cycle-GAN output for different 
food classes depth images at variant angles. 
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Table 1. Number of GAN images pre and post training 

for each class, in case of RGB or depth images. 
GAN training input 

images 
Post training 

input/output images 

Real Simulated Input 
simulated 

Nearest 
to real 

500 500 6070 6070 
 
5. Conclusion and future work 
 
This paper proposed to synthesize a large food dataset 
based on the use of a small number of real images along 
with a large number of simulated images utilizing the 
Cycle-GAN to produce pseudo realistic images. We used 
only 500 real and another 500 simulated input images for 
both RGB and depth for training the Cycle-GAN for each 
food class. The training set size was considerably smaller 
when compared to the testing set which was 6070 
simulated images. Our proposed method proved to be 
efficient in synthesizing a large food dataset. A generated 
dataset could be used to train neural networks for various 
tasks and applications, such as robotic pick-and-place in 
kitchens, hospitals and convenience stores. 
 
However, our data represents a preliminary result, so 
accordingly a future study focusing on the effect of 
training set size on the realistic quality of the Cycle-GAN 
output should be conducted. In addition, we aim to focus 
on widening the investigated food dataset to include 
additional classes representing Japanese food. We also aim 
to investigate the quality of using alternative capturing 
methods, such as 3D scanners that output computerized 3D 
models of objects [11].  3D scanners can prove to be more 
efficient time and effort-wise when compared to single 
camera-based capturing [12]. Dual stream neural network 
DS-NN model can be trained using our output dataset for 
object recognition [13], [14]. A similar model using RGB 
and Depth images, for increasing operational accuracy in 
service robots, can be implemented based on our dataset 
[15]. 
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