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A B S TR AC T   
Customer churn is a constant issue that poses a serious threat and is one of the top issues for 
telecom businesses. The businesses are working to develop and build a strategy to anticipate 
customer attrition. This is why it is important to identify the sources of client churn. Churn 
prediction is the process of identifying which consumers are most likely to stop using a service 
or to cancel their subscription. Because getting new customers frequently costs more than keeping 
existing ones, it is an important prediction for many firms. The suggested models built in this 
work use both deep learning and machine learning algorithms. These models were developed and 
tested using the Python environment and a publicly available dataset from www.kaggle.com. This 
dataset, which was used in the construction of the models' training and testing phases, includes 
7043 rows of customer data with 21 features. Four different machine learning and deep learning 
algorithms were utilized by these models, including the Artificial Neural Network, Self-
Organizing Map, Decision Tree and a hybrid model with the combination of the Self-Organizing 
Map and Artificial Neural network algorithms. 
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1. Introduction 

In Telco industries or other business-related field, 

customer churn is defined as the action of existing 

customers terminating their subscription of service with 

the company due to several reasons such as 

dissatisfaction of the service provided/better price 

offered by competitors for the same services [1]. 

Customers churn prediction and management is 

specifically intense in the mobile telecommunication 

industry as the market is increasingly saturated by the 

customers who change their subscription from one 

network provider to another in a very frequent manner. 

Furthermore, one of the main reason that customers 

churn are recognized as the biggest problem in any 

industry is due to the cost of obtaining new customers is 

whole lot more than keeping the existing customers [2]. 

Based on a research conducted by Abbas Keramati and 

Seyed M.S. Ardabili [3], it stated that the annual churn 

rate within telecommunication can be range from 20% to 

40%, whereas the cost needed to obtain a single new 

customer is 5 to 10 times higher than maintaining an 

existing customer [3]. Therefore, to develop a churn 

prediction model with high accuracy is very important for 

a Telco service provider to be successful or bottom-line 

survival of a Telco service provider in this intensely 

saturated marketplace. On those grounds, the Telco 

market is ever changing and getting more and more 

competitive [4]. In fact, customer churn is not only the 

essential concern on the marketing side, but also one of 

the fundamental dimensions of CRM which is also 

known as customer relationship management [5]. Churn 

prediction model is the model that utilized data mining 

techniques to transform an enormous amount of data into 
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a meaningful insight and present it in a way that normal 

people could also understand. 

 

Machine Learning carries a huge potential in the field of 

data mining and data analytics [6]. Machine Learning can 

be defined as the ability of a computer to study and 

discover a set of rules from the given input data or overall 

build a model that can be used to find correlations 

between the variables or a structured data set to make 

predictions [7]. Numerous of machine learning predictive 

modelling algorithms have been proposed and applied in 

building churn prediction models, these machine learning 

algorithms can be ranged from simple linear regression 

to more complex hybrid methodologies. These 

algorithms are able to work efficiently in predicting the 

customers who are most likely to churn. At the past few 

years, besides machine learning, deep learning has also 

become one of the most popular trends thanks to its 

potential in processing big data [8]. Deep Learning, also 

known as deep structured learning is basically a division 

of Machine learning that relying on algorithms that trying 

to model high degree abstractions on data [9]. Deep 

Learning Algorithms (DLAs) establish a multi layered 

hierarchical structure of learning and indicating data. 

DLAs are useful in dealing with a massive amount of 

unsupervised data as it study and discover the 

correlations of data in a greedy layer structured method 

[9]. Thus, this project is going to develop two deep 

learning churn prediction models, one hybrid churn 

prediction model (SOM+ANN) and one machine 

learning churn prediction model using artificial neural 

network (ANN), self-organizing map (SOM), and 

decision tree (DT) algorithms. Lastly, CRSIP-DM 

methodology was applied for the development of this 

research. 

2. Previous Work 

Customer churn is one of the significant matters in the 

Telco industry nowadays. Numerous methods were 

implemented to predict customer churn in Telco 

companies. Majority of these methods employed 

machine learning, deep learning and data mining 

techniques. Most of the previous work done by 

researchers focused on implementing only one technique 

of data mining to retrieve knowledge, where others 

focused on conducting studies between several ML/DL 

algorithms to build a churn model. The aims and 

purposes of the research of such studies differ. Some of 

the aims are to simply evaluate if machine learning is an 

applicable approach for customer churn. In others, the 

aims may be to evaluate and select the best algorithms for 

prediction. 

 

A comparative study for different type of machine 

learning algorithms for predicting churn customer for 

prepaid services was done by Brandusoiu and Toderean 

in the year 2016 [10]. The machine learning algorithms 

used in this study includes the Neural Network, Support 

Vector Machine and Bayes Network. The dataset used in 

this study consist of 3333 rows of customer call details 

with 21 independent variables and 1 dependent variable 

which is the churn status with the values of only YES or 

NO. Some features also captured the data of incoming 

and outgoing calls and messages for each customer. In 

order to reduce the data dimension, the principal 

component analysis algorithms were used by the author. 

AUC which is known as the area under the curve is the 

technique used by the author to evaluate the performance 

of the ML algorithms. The AUC values were reported 

99.10%, 99.70% and 99.55% respectively for Bayes 

Network, support vector machine and neural network 

[10]. A similar study was made by Yue He, Zhenglin He 

and Dan Zhang in 2009 [11], where they designed a new 

model for churn prediction on the basis of the Neural 

Network algorithm. This model was proposed with the 

intention to solve the customer churn issues in a big 

Chinese Telco company which consists 5 million of 

customers. The results of the model accuracy rate 

reached 91.1%, which is very a stunning result [11]. 

 

In the year 2015, 9 researchers from China conducted 

research of the customer churn problem in the big data 

platform [12].The goal of this study was to demonstrate 

that big data can significantly improve the performance 

of predicting customer churn based on the 3Vs (variety, 

volume, velocity) of the data. Interpreting the data at 

China’s largest Telco Company, a big data platform is 

needed to engineer the process and solve the problems. 

AUC (area under the curve) was once again used to 

measure the model performance and Random Forest 

Algorithm was applied to build the model in this study 

[12]. Other than that, at the same year 2015, a group of 
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researchers from the United States with Maryam M 

Najafabadi [13] as the leader demonstrated how to use 

deep learning to interpret big data, extracting and 

discovering complex correlation hidden under a large 

dataset. Moreover, they classified and list out certain 

types of problems that can be solve by applying deep 

learning. These problems are problems related to 

prediction and classification, sematic indexing, 

extracting information from raw dataset and data tagging. 

They discussed several components of deep learning to 

address certain issues in big data analytics [13]. 

 

Furthermore, Niall McLaughlin and his team used the 

concept of a CNN, which is also known as convolutional 

neural network to develop an android malicious software 

detection system in the year 2017. It was a creative and 

modern application of deep learning in the domain of 

malware analysis. This application was proficient in 

learning to perform malware detection and feature 

extraction at the same time. Lastly the team came to a 

conclusion that showed the proposed model is more 

efficient than an n-gram based malicious software 

detection system. The last observation of study related to 

deep learning application in predicting churn was done 

by Federico Castanedo and his team in 2016. They 

introduced deep neural network as a perfect tool for 

customer churn prediction as it constructs numerous 

hidden layer and it disseminates the weights of each 

neurons from one layer to the next layer. Deep Learning 

supports automated process of extracting features with 

the maximum information (impact), therefore there was 

a remarkable melioration in the performance of the model 

in accuracy wise. Billions of call details from a Telco 

business enterprise were used as the data input to train 

the predictive model for customer churn prediction. 

77.9% of AUC (are under the curve) values were 

achieved on the validation dataset. Moreover, they 

extended the idea into the field of fraud detection in 

various industries such as the banking industry, insurance 

industry and Telco industry. 

3. Methodology and Algorithm 

For this research, CRISP-DM Methodology is use to 

model the customer churn prediction in Telco industry. 

CRISP-DM contains of the following phases: Business 

Understanding, Data Understanding, Data Preparation, 

Modeling, Evaluation and Deployment. In general, these 

phases are implemented subsequently. However in this 

main stream, various iterative processes can be seen due 

to the fact that every outcome of each phase impacts the 

next methodology phase. In other words, after the data 

understanding phase is completed, data analyst usually 

needs to go back to the business understanding phase to 

refine or reconsider the aims and objectives for the 

project. In the same manner, after the modelling part, 

mostly there is always a need for the data analyst to 

conduct a new data pre-processing process in order to 

enhance the model’s performance. Moreover, the results 

of the evaluation phase could also potentially leads to a 

new start of the CRISP-DM process in the case that the 

models do not satisfy the aims and objectives defined 

previously in the research. 

 

Fig.1: Phases and tasks of the CRISP-DM process 

 

Fig. 1 shows the complete cycle of the CRISP-DM 

methodology and the phases within the cycle. The details 

are explained in the following section: 

1. Business Understanding: This is the initial phase of 

CRISP-DM methodology. Three statements are 

produced in this phase which the statements include the 

statement of business objective, statement of data mining 

objective and statement of success criteria. This phase 

emphasizes on understanding the objectives and 

requirements of the project from a business point of view, 

then transforming this information into a problem 

statement of the project and the draft of strategy to 

accomplish the objectives. 

2. Data Understanding: The data understanding phase 

begin with the initial data collection and then follows by 
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the data reading process with the purpose of getting 

familiarize with the data, identify the data quality, to 

determine the initial insights to the data and to discover 

relevance subset to create the hypothesis for hidden 

knowledge. 

3. Data Preparation: This phase includes all the actions to 

develop the final dataset on the basis of the raw data. The 

tasks in data preparation phase are commonly been 

executed several times and does not follow any 

prescribed order. The tasks include row and feature 

selection, data filtering, data cleaning and transforming 

the dataset into the appropriate format for the modelling 

tools. 

4. Modeling: The application of the algorithms and code 

developing parts are constructed under this phase. Model 

optimizing process is conducted in order to get the best 

performance form the model. Usually for one data 

mining problem, there are multiple algorithms and 

techniques available to be apply and solve the problems. 

However, some algorithms require specific requirements 

from the data. Thus, moving back to the data preparation 

part is often required. 

5. Evaluation: In this phase, a thorough evaluation on the 

model and the steps of execution to construct the model 

is conducted in order to make sure that the business 

objectives are achieved by the model. The main activity 

of this phase is to assess and identify whether is there any 

critical business problems that has not been recognized 

adequately. In the end of this phase, a conclusion on the 

usage of the model results should be made. 

6. Deployment. The deployment phase remains as the last 

phase in the CRISP-DM process. Where in this phase the 

data mining results are utilized as the business rule and 

the findings and knowledge obtained from the model 

needs to be visualized and presented in a way that 

business people can understand it. 

 

Artificial Neural Network (ANN) is part of the model of 

this research. ANN was invented on the basis of a 

sophisticated biology research regarding neural system 

and human brain tissue. ANN is applied to stimulate the 

neural operations of knowledge processing in the human 

brain [14]. In ANN, the neurons which can also be called 

as the information processing nodes are formed in a 

topological structures. Therefore, the neurons 

disseminate their data and information in a parallel 

fashion. Multiple nonlinear transfer functions are 

combined to maps the inputs and measured output 

responses [15]. 

 

Self-Organizing Map (SOM) is classified as a 

methodology under unsupervised learning, it distribute a 

group of patterns into clusters or segments. Cluster 

analysis can be defined as the process of arranging a 

group of data object into different cluster. Above all, no 

predefined clusters are allocated. In the year 1987, Teuvo 

Kalevi Kohonen introduced and illustrated a brand new 

structure of a neural network architecture named the Self-

Organizing Map (SOM). SOM turned out to become 

incredibly useful in the case that the input dataset are 

complicated and high dimensions. SOM is applied to 

study the correlations in a dataset and distribute the data 

into different cluster based on the similarity of patterns 

of the data where the modellers are not able to forecast 

the class of the classification[16]. SOM is classified as a 

methodology under unsupervised learning [17], it 

distribute Decision trees algorithm possess the basis of a 

graph structure, every decision could potentially 

generates a new node and eventually developed into a 

tree-like graph [18]. 

 

As a rule, a hybrid model is a combination of two or more 

machine learning or deep learning algorithms. As an 

example, the clustering (SOM) and classification (ANN) 

techniques can be combined in sequence. In other words, 

clustering techniques are able to be applied as a pre-

processing phase to determine different pattern of 

clusters for later supervised learning [19] [20].  Therefore, 

the result of the clustering process can either be used to 

determining the main clusters of a set of data given or be 

used as a pre-classification of unnamed features [21] [22]. 

Thus, the result of the clustering process can be included 

as a feature into the training set to train a prediction 

model. After the completion of the hybrid model, it has 

the capability to group or forecast new instances. In other 

terms, the first stage of the hybrid model is to detect the 

outlier of the dataset and the second stage of the hybrid 

model is to make prediction. Since the customer churn 

prediction is a supervised classification process, thus the 

hybrid models that are chosen in this paper are the cluster 

(SOM) to classifier (ANN) model [23] [24].  
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3.1. Data 

Only one dataset was used for this research. In order to 

obtain a good dataset, an online research are done by the 

researcher in order to find a free open source dataset that 

fulfilled the requirements of this research, finally a 

dataset that fulfils the requirements was found on 

www.kaggle.com. A total of 7043 rows of customer 

details with 21 features were provided in the dataset. The 

variables of the dataset used were stimulated from a 

Telco company from USA. Variables of the dataset are 

categorized into two types. Nominal types define a set of 

values which represents a certain meaning, while 

quantitative types refer to values that can be calculated 

and ordered, such as integer and float values. Variable 

“Churn” is the dependant variable, meaning it is the 

variable that the model is trying to predict (see Table 1, 

row 21). 

Table 1: Description of the Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Results and Evaluation 

The method of evaluation that will be used to evaluate 

the algorithm’s performance in this research is the 

calculation of the F-measure value. The accuracy, 

precision, recall and the F-measures value for all of the 

four proposed models are calculated accurately and 

populated in Table 2 with its corresponding algorithm. 

 

 

Table 2 Models performance comparison table. 

 
Algorithm Accuracy Precision Recall F-measure 

Artificial Neural 
Network (ANN) 

78.9 
0 

84.03 88.24 86.08 

Self-Organizing 
Map (SOM) 

51.8 
9 

69.35 70.67 70.00 

Decision Trees 
(DT) 

73.4 
1 

85.59 80.73 83.08 

Hybrid Model 
(SOM + ANN) 

79.5 
3 

83.90 89.40 86.56 

 

In Table 2 the performance of each model can be 

observed clearly. Based on the F-measure score, the 

hybrid model possesses an 86.56% of F-measure score 

which is also the highest among the proposed models, 

and then followed by the Artificial Neural Network 

model which holds almost the same F-measure score 

(86.08%) with the hybrid model. In addition, the 

Decision Tree model holds a 83.08% of F-measure score 

and the Self-Organizing Map model possesses the lowest 

F-measure score (70.00%) among the proposed models. 

As the Self-Organizing Map model applied the 

unsupervised learning method, thus it is reasonable for 

the SOM model to have a comparatively weaker 

performance compared other models that applied 

supervised learning method in this case. Lastly, by 

evaluating the results of the models we noticed that the 

overall performance of the model increased after 

implementing the Hybrid model approach. 

5. Conclusion and Future Work 

CRISP-DM methodology was implemented for 

conducting a prediction of churn customer in the Telco 

industry. The aim of this research is to compare the 

algorithms and to determine which is the most suitable 

and accurate to predict the results of the given problem. 

A uniquely modified dataset was analyzed with different 

machine learning and deep learning models and its result 
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were compared with an evaluation method. The 

algorithms used were the Artificial Neural Network 

(ANN), Self-Organizing Map, Decision Tree (DT) and a 

hybrid algorithm which is the combination of SOM and 

ANN algorithm. After studying and comparing the 

results of each algorithms, the hybrid model with two 

deep learning algorithms combined together are 

concluded as the model that achieved the best outcomes 

for this research. 

 

Moreover, the likelihood of successfully predicting the 

customer churn with Machine Learning and Deep 

Learning depends on the correct choice of data and 

algorithm. In order to achieve the best outcomes, 

choosing a suitable machine learning or deep learning 

algorithm for the problem or topic is crucial. However, 

by having the algorithm alone is unable to provide the 

best prediction results. Therefore, having the right 

variables and types of dataset is also an important factor 

in getting the best prediction results. Also, by looking at 

the scores of the feature importance is able to determine 

how the changes of each independent variable impact on 

another dependent variable. In the optimization process 

of the dataset, only highly statistically significance 

variables/predictors will be selected and grouped in an 

optimal dataset for independent variable. In fact, the 

optimal dataset does help the models to come up with 

better predictions. In addition, based on our literature 

review, implementing machine learning and deep 

learning model to predict customer churn is new and 

prevailing in the Global Telco industry. Feature 

engineering and data gathering process for predicting 

churn in the Telco industry in one of the popular and 

important elements of the current research Thus, it is 

expected that with an in-depth understanding of 

characteristic and behaviour of the churn customers, 

Telco companies can develop new strategies to address 

churn. These strategies need to be applied on the targeted 

customers who shared the similar behaviours with the 

churn customers group. Offering a new plan, provides 

better quality of service, determine the needs from 

different segments of customer, and provides tailored 

offers for different customer groups can be all included 

in the strategies. 

 

There are some constraints in this research that needs to 

be recognized and improvement needs to be done against 

them. Firstly, because of the privacy issues of the Telco 

companies, real time dataset are not allowed to be used 

in this research. This research focused on study and 

compares the performance of different models, thus the 

future work will focus on the feature selection and the 

research of the customer needs by applying different data 

mining techniques. Moreover, future research can be 

improved by implement others machine learning and 

deep learning methods such as: K-Nearest Neighbours, 

Logistic regression, Learning Vector Quantization, 

Support Vector Machines and Random Forest. They can 

be used to have a better understanding of each machine 

learning algorithm results provides a statistical results to 

aids the algorithm selection process. 
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