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ABSTR AC T  
This study developed an optimization algorithm to balance the Quality of Service (QoS) rates and 
buffer size for robot data communication in the Aggregated Robot Processing (ARP) architecture. 
Robot Operating System 2 (ROS 2) is robotic software that uses a set of QoS policies to control 
the quality of data transmission in robotic networks, such as DEADLINE to determine the rates, 
and DEPTH to determine the buffer size. An unbalanced DEADLINE and DEPTH configuration 
in ROS 2 node communication can result in high packet latency and packet loss in RELIABLE 
connections. This happens when the DEADLINE sets the rates at high frequencies, and the 
DEPTH sets the buffers with small sizes. The results of this study show that the optimization 
algorithm developed in this study can determine the rate and buffer size through a balancing 
configuration for better quality robot data transmission in ARP architecture, influence the 
improvement of latency and reduce the packet loss. 
 
© 2022 The Author. Published by Sugisaka Masanori at ALife Robotics Corporation Ltd. 

                This is an open access article distributed under the CC BY-NC 4.0 license 
(http://creativecommons.org/licenses/by-nc/4.0/).

1. Introduction 

The data processing flow in robotic systems commonly 
consists of sensing, planning, and actuation components 
[1]. In the network, each component of these data 
processing flows can communicate like a node and 
manage the quality of data communication using Quality 
of Service (QoS) policies. The purpose of QoS is to 
manage the data communication systems to reduce some 
problems in the network, such as latency, packet loss, and 
jitter. However, suppose that QoS configures the data 
traffic in the network with an unbalanced configuration. 
In that case, the quality of data transmission will be 
reduced, resulting in high data transfer latency and packet 
loss.  

In this study, we developed an optimization algorithm to 
determine QoS rates and buffer size with balancing 
configuration when ROS 2 is used to transmit robot data 
in the ARP architecture. ROS 2 is a robotic software 
developed above DDS (Data Distribution Service), then 
implements QoS to tune the quality of the data 
transmission system between the publisher and the 

subscriber [2]. ROS 2 has some QoS configurations to 
tune the performance of robot data transfer in the network, 
such as DEADLINE and DEPTH. DEADLINE is a QoS 
policy to determine data transfer rates in the network, and 
then DEPTH configures the buffer size used to store the 
data sample in publish-subscribe communication. 

The study on analyzing the efficiency of QoS policies 
configuration in ROS 2 node communication is an 
interesting topic that some researchers have conducted. 
They analyzed the latency of data transmission 
[2][3][4][5][6], throughput performance [2][4], packet 
data loss in the network [4][5][6][7], and memory 
consumption in the robot computer [2]. Another study 
also analyzed when the QoS policy configured 
DEADLINE with high rates and DEPTH with a small 
buffer, and the results show that some packets were lost 
in the communication of the node [4][5][6][7]. Otherwise, 
suppose that DEPTH sets the buffer with a large size, and 
DEADLINE sets the rates with low frequency. Memory 
consumption increases in that configuration [4][8], and 
affects real-time data transfer between the publisher and 
the subscriber.  
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This paper contributes a study on improving robot data 
transfer in the ARP architecture by balancing the QoS 
DEADLINE and DEPTH configuration when the ROS 2 
node communication implements the RELIABLE 
connection and KEEP_LAST option to send the data 
sample from publisher to subscriber. We analyze it 
because strict reliability is not achieved if the 
RELIABLE connection uses the KEEP_LAST option in 
the publish-subscribe communication [9].  

The chapter in this paper consists of four parts. In the 
second chapter, we elaborate on the proposed 
optimization algorithm used in this study to balance the 
DEADLINE and DEPTH QoS configuration. In the third 
chapter, we show the results of this study and our 
conclusions in the fourth chapter. 

2. Methods 

In the ARP, the robot computer function runs the sensing 
and actuation component, and the CEDDP runs the 
planning component. In the sensing component, the robot 
will manage the sensor hardware, read the sensor output, 
and send the sensor data to the planning component 
through a wireless network. Furthermore, in the planning 
component, the CEDDP processes the sensor data to 
determine the robot's localization and path planning. 
After that, the actuation component controls the robot's 
actuator moving according to the localization result sent 
from the planning component through a wireless network. 
Fig.1 shows the architecture of the ARP proposed in our 
study. 

 
Fig.1.ARP architecture [10]. 

According to the information in Fig.1, to determine the 
optimal value of the DEADLINE and DEPTH, first, we 
need to calculate the number of topics used to 
communicate the data sample between the sensing to the 
planning component and from the planning to the 

actuation component. In this study, to determine the 
optimal value of the DEADLINE, we divide the 
maximum data transmission rate by the number of topics 
used in the ARP architecture. 

𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇

                                                          (1) 

Where 𝑅𝑅  is the rate, 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  is the maximum rate for 
transferring the data in a topic, and 𝑇𝑇 is the number of 
topics used in ARP. Based on the formula shown in Eq. 
(1), we divide 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  by 𝑇𝑇 to balance the data 
transmission rates with all topics in the node 
communication. So, according to our idea shown in Eq. 
(1), determine the first constraint with the following 
equation:   

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇

− 𝑅𝑅 ≥ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅                                                       (2) 

According to the constraint shown in Eq. (2), the variable 
𝑅𝑅 should be larger than or equal to the minimum rate of 
data transmission 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 to ensure that the nodes of each 
component can communicate in the ARP architecture. 
For the next constraint, find the optimal DEPTH value to 
determine the buffer size and balance it with the 
DEADLINE tune. In this constraint, if the DEADLINE 
tunes the rates with high frequency and close to the 
maximum rate, the DEPTH will also tune the buffer to a 
large size and close to the maximum buffer size. 
Otherwise, if the DEADLINE tunes the rates with low 
frequency, the buffer size configured in the DEPTH will 
also be small and close to the minimum buffer size. 
Furthermore, formulate the second constraint to balance 
the DEPTH and DEADLINE tune with the Eq. (3): 

𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

− 𝐷𝐷 ≥ 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅                                          (3) 

Where 𝐷𝐷  is the buffer size, 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅  is the maximum 
buffer size when the KEEP_LAST option is chosen 
(5000 [8]), then 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 is the minimum buffer size. For 
the following constraints, bound the variable 𝑅𝑅 between 
the maximum and minimum rates and the variable 𝐷𝐷 
between the maximum and minimum buffer sizes, 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ≤ 𝑅𝑅 ≤ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 ≤ 𝐷𝐷 ≤ 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅, 
respectively. For the objective function, we used multi-
objective optimization [11] to determine the maximum 
value of DEADLINE and DEPTH. Finally, build our idea 
to find the optimal value of DEADLINE 𝑅𝑅 and DEPTH 
𝐷𝐷 with optimization: 

𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅,𝐷𝐷 
𝑠𝑠. 𝑡𝑡.   𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝑇𝑇
− 𝑅𝑅 ≥ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  
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         𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

− 𝐷𝐷 ≥ 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅                                  (4) 
         𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ≤  𝑅𝑅 ≤ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 
         𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 ≤  𝐷𝐷 ≤ 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 
          
To implement the optimization, CVXPY was used in this 
study to solve the problem. CVXPY is an open-source 
Python-embedded modeling language used to solves the 
convex optimization problem [12]. Furthermore, the 
following is an algorithm developed to implement our 
optimization created in Eq. (4). 

Algorithm: Optimization algorithm 
Require: 𝑻𝑻,𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹,𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹,𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹,𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹 
Variable: 𝑹𝑹,𝑫𝑫 
Constraints: 
      [𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹

𝑻𝑻
− 𝑹𝑹 ≥ 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹, 

      𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹 𝑹𝑹
𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹

− 𝑫𝑫 ≥ 𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹,                             
      𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 ≤  𝑹𝑹 ≤ 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹,  
      𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹 ≤  𝑫𝑫 ≤ 𝑫𝑫𝑹𝑹𝑹𝑹𝑹𝑹] 
Objective_Function: 𝑹𝑹𝑹𝑹𝑹𝑹 𝑹𝑹,𝑫𝑫 
Problem: (Objective_Function, Constraints) 
Problem.solve() 

 

3. Results and Discussion 

To perform the experiment, for the robot computer, we 
used a Raspberry Pi 4 with an ARM Cortex-A72 
processor @ 1.5GHz and 8GB of memory. Then the 
laptop computer for CEDDP with an Intel Core i5 
processor @ 2.60GHz and memory 12GB. We used an 
access point that has a frequency of 2.4 GHz to 
communicate the robot computer with CEDDP. 
Furthermore, the software installed on the robot 
computer and CEDDP are as follows: Linux Ubuntu 
20.04 for the OS, ROS 2 Foxy Fitzroy, and Fast-RTPS 
DDS. Fig.2 shows the experimental setup and tools used 
in our experiment. 
 
Furthermore, Table 1 shows the QoS configuration used 
to perform the experiment in our study. According to that 
QoS configuration, we conducted the experiment to 
communicate the robot data between the sensing, 
planning, and actuation components according to the 
illustration experiment presented in Fig.3 and the 
optimization results are shown in Table 2. In this study, 
we analyze the effectively of QoS balancing optimization 
when the nodes in the sensing, planning, and actuation 
components transmit the data sample with a size of 10 
bytes, 100 bytes, and 1000 bytes, respectively. 
 

 
Fig.2. Tools and experimental setup in experiment. 

 

 
Fig.3. The illustration in experiment. 

 
Table 1. QoS settings in experiment. 

RELIABILITY RELIABLE 
HISTORY KEEP_LAST 
DEPTH 1, 5000, Optimization (D) 
DEADLINE 100 Hz, 200 Hz, 500 Hz, 1000 Hz, 

Optimization (R) 
DURABILITY VOLATILE 
LIVELINESS AUTOMATIC 

  
Table 2. The optimization results. 

 1st Exp 2nd Exp 3rd Exp 4th Exp 
𝑇𝑇 12 12 12 12 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 100 Hz 200 Hz 500 Hz 1000 Hz 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 1 Hz 1 Hz 1 Hz 1 Hz 
𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 5000 5000 5000 5000 
𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅 1 1 1 1 

Opt (𝑹𝑹) 7 Hz 15 Hz 40 Hz 82 Hz 
Opt (𝑫𝑫) 365 390 405 410 

 
According to the experimental illustration presented in 
Fig.3 and the optimization result shown in Table 2, 𝑇𝑇 = 
12 is the number of topics used to communicate the data 
sample in the experiment. Next, the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 value = 100 
Hz, 200 Hz, 500 Hz, and 1000 Hz are the maximum rates 
when a topic is used to send the data sample in ARP 
architecture. Then the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  value = 1 Hz is the 
minimum data transmission rate determined in the 
experiment, the 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅  value = 5000 is the maximum 
buffer size, and the 𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅  value = 1 is the minimum 
buffer size. Furthermore, Opt (𝑅𝑅) and Opt (𝐷𝐷) are the 
results of the optimization output to determine the rates 
and buffer size with balancing configuration. 
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In this research, we evaluate the effectiveness of 
optimization by measuring latency and calculating packet 
loss in data communication between the sensing, 
planning, and actuation components. To analyze the 
latency, we calculated the time elapsed when the receiver 
node in the actuation component received the data sample 
sent from the sender node through the planning 
component. In Fig.4, we show the latency results of this 
experiment. 
 

 

 

 
Fig.4. The results of the latency in experiment. 

According to the latency results shown in Fig.4, it can be 
seen that the configuration of the DEADLINE and 
DEPTH with a balancing tune can improve the latency of 
packet transmission in ARP network. Furthermore, we 
show the packet loss results of the experiment in Fig.5.  
 

 

 

 
Fig.5. The results of the packet loss in experiment. 

 
According to the analysis results presented in Fig.5, the 
unbalanced configuration of DEADLINE and  DEPTH to 
determine the rates and buffer size affects the packet loss 
in node communication. It happens because the buffer 
size cannot accommodate storing the data transferred 
between components if the data transmission rates are too 
high. Furthermore, if the DEPTH sets the buffer with a 
large size and balances with the rates, no packet data are 
lost in the node communication. According to the 
experimental results shown in Fig.4 and Fig.5, it can be 
concluded that the balancing QoS configuration 
effectively improves the data communication systems in 
the ARP network. 

4. Conclusion 

In this study, an optimization algorithm has been 
developed to balance QoS configurations between rates 
and buffer size. Our idea in this QoS balancing 
optimization is to balance the DEADLINE and DEPTH 
QoS configuration when ROS 2 uses the RELIABLE 
connection and KEEP_LAST option to transmit the robot 
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data in ARP architecture. The results of this study show 
that the QoS balance configuration effectively improves 
latency and reduces packet loss in the ARP architecture. 
As a result of this study, we hope to implement this QoS 
balancing optimization method in the next work to 
improve the communication and cooperation between 
multi-robots in the ARP architecture to enhance multi-
robot data transmission. 
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