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ABSTR AC T  
We propose a non-photorealistic rendering method to automatically generate lines-composed 
images from photographic images. The brightness and width of the lines in lines-composed 
images change according to the change in the light and dark of photographic images. Our method 
is executed by repeating a process of updating images using the area near the target pixel that is 
the most different from the area centered on the target pixel. To verify the effectiveness of our 
method, we conducted experiments with changing the values of parameters in our method. The 
experimental results show that our method can generate impressive non-photorealistic images. 
 
© 2022 The Author. Published by Sugisaka Masanori at ALife Robotics Corporation Ltd. 

                    This is an open access article distributed under the CC BY-NC 4.0 license 
(http://creativecommons.org/licenses/by-nc/4.0/).

1. Introduction 

Various studies on image processing and computer 
graphics have been conducted so far. Among these 
studies are studies on non-photorealistic rendering (NPR) 
that combines image processing and computer graphics. 
NPR can transmit visual information more effectively, 
and can generate images that are enhanced artistry and 
entertainment from photographic images, videos and 
three-dimensional data. Therefore, the non-photorealistic 
images are used in television, magazines and websites. 
The studies on NPR been conducted since around 1990, 
and NPR methods for generating non-photorealistic 
images of various expressions are currently being 
developed [1], [2], [3], [4], [5], [6]. In this paper, we 
develop a method to automatically generate lines-
composed images as NPR of an unprecedented 
expression from photographic images. Lines-composed 
images are represented by lines, and the brightness and 

width of the lines change according to the change in the 
light and dark of photographic images. In bright areas in 
photographic images, black lines are rendered thinner 
and brighter, and white lines are rendered wider and 
brighter. In dark areas in photographic images, black 
lines are rendered wider and darker, and white lines are 
rendered thinner and darker. Our method is implemented 
by an iterative processing using the area near the target 
pixel that is the most different from the area centered on 
the target pixel. By conducting an experiment using 
Lenna image, the appearance of lines-composed images 
generated by changing the values of the parameters in our 
method was visually clarified. In addition, an experiment 
was conducted to apply our method to various 
photographic images.  

As a similar study, methods for generating striped 
images [7], [8] and labyrinth images [9], [10], [11], [12] 
have been proposed. When generating striped images, 
Weickert [7] used shock filter, and Hiraoka and Urahama 
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[8] used inverse line convergence index filter. When 
generating labyrinth images, Pedersen and Singh [9] used 
differential equations, Sparavigna and Montrucchio [10] 
used tiling, Inoue and Urahama [11] used minimum 
spanning trees, and Hiraoka and Tsurunari used bilateral 
filter and unsharp mask. Our method uses the method 
different from the conventional methods. Although the 
brightness and width of striped and labyrinth patterns 
generated by the conventional methods are constant, our 
method can automatically change the brightness and 
width of line patterns according to the change in the light 
and dark of photographic images. 

The rest of this paper is organized as follows. Section 
2 describes our method to generate lines-composed 
images from photographic images. Section 3 shows 
experimental results, and reveals the effectiveness of our 
method. Finally, Section 4 concludes this paper. 

2. Our method 

Our method generates lines-composed images from 
gray-scale photographic images. Our method is executed 
in three steps. In the first step, the area that is the most 
different from the area centered on the target pixel is 
found from around the target pixel. In the second step, 
processing using smoothing filter is performed. In the 
third step, processing using inverse filter [11], [14], is 
performed. Lines-composed images are generated by 
repeating the three steps. A flow chart of our method is 
shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1 Flow chart of our method 
 

Details of the procedure in Fig. 1 are explained 
below. 

Step 0: Let the input pixel values on coordinates (𝑖𝑖, 𝑗𝑗) of 
a gray-scale photographic image be 𝑓𝑓𝑖𝑖,𝑗𝑗. The pixel 
values 𝑓𝑓𝑖𝑖,𝑗𝑗  have value of 𝑈𝑈 gradations from 0 to 
𝑈𝑈 − 1. Let the pixel values of the 𝑡𝑡-th iteration be 
𝑓𝑓𝑖𝑖,𝑗𝑗

(𝑡𝑡), where 𝑓𝑓𝑖𝑖,𝑗𝑗
(0) = 𝑓𝑓𝑖𝑖,𝑗𝑗. 

Step 1: The difference 𝑑𝑑𝑖𝑖,𝑗𝑗,𝑘𝑘,𝑙𝑙
(𝑡𝑡)  between the pixel values in 

the windows centered on the target pixel (𝑖𝑖, 𝑗𝑗) 
and the peripheral pixel (𝑘𝑘, 𝑙𝑙)  is computed as 
follows. 

          𝑑𝑑𝑖𝑖,𝑗𝑗,𝑘𝑘,𝑙𝑙
(𝑡𝑡) = ∑ ∑ �𝑓𝑓𝑖𝑖+𝑚𝑚,𝑗𝑗+𝑛𝑛

(𝑡𝑡−1) − 𝑓𝑓𝑘𝑘+𝑚𝑚,𝑙𝑙+𝑛𝑛
(𝑡𝑡−1) �𝑊𝑊

𝑛𝑛=−𝑊𝑊
𝑊𝑊
𝑚𝑚=−𝑊𝑊 (1) 

            where 𝑊𝑊 is the window size, and 𝑚𝑚 and 𝑛𝑛 are the 
positions in the window. For all pixels contained 
in the window of size 𝑊𝑊 centered on the target 
pixel (𝑖𝑖, 𝑗𝑗), the differences 𝑑𝑑𝑖𝑖,𝑗𝑗,𝑘𝑘,𝑙𝑙

(𝑡𝑡)  are calculated, 
and let the maximum value among the differences 
𝑑𝑑𝑖𝑖,𝑗𝑗,𝑘𝑘,𝑙𝑙

(𝑡𝑡)  be 𝑑𝑑𝑖𝑖,𝑗𝑗,𝑚𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡) . 

Step 2: The pixel values 𝑑𝑑𝑖𝑖,𝑗𝑗,𝑚𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡)  are smoothed using 

pixel values in the window of size 𝑊𝑊 . Let the 
smoothed pixel values be 𝑠𝑠𝑖𝑖,𝑗𝑗

(𝑡𝑡) as follows. 

𝑠𝑠𝑖𝑖,𝑗𝑗
(𝑡𝑡) =

∑ ∑ 𝑑𝑑𝑖𝑖+𝑚𝑚,𝑗𝑗+𝑛𝑛,𝑚𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡)𝑊𝑊

𝑛𝑛=−𝑊𝑊
𝑊𝑊
𝑚𝑚=−𝑊𝑊

(2𝑊𝑊+1)2
                       (2) 

Step 3: The pixel values 𝑓𝑓𝑖𝑖,𝑗𝑗
(𝑡𝑡) are computed using inverse 

filter as follows. 
  𝑓𝑓𝑖𝑖,𝑗𝑗

(𝑡𝑡) = 𝑓𝑓𝑖𝑖,𝑗𝑗
(𝑡𝑡−1) − 𝑠𝑠𝑖𝑖,𝑗𝑗

(𝑡𝑡) + 𝑓𝑓𝑖𝑖,𝑗𝑗                                (3) 
            where in case 𝑓𝑓𝑖𝑖,𝑗𝑗

(𝑡𝑡) is smaller than 0, 𝑓𝑓𝑖𝑖,𝑗𝑗
(𝑡𝑡) must be 

set to 0. In case 𝑓𝑓𝑖𝑖,𝑗𝑗
(𝑡𝑡) is greater than 𝑈𝑈 − 1, 𝑓𝑓𝑖𝑖,𝑗𝑗

(𝑡𝑡) 
must be set to 𝑈𝑈 − 1. 

            By repeating the processing of Step 1 to Step 3 𝑇𝑇 
times, an image composed of the pixel values 
𝑓𝑓𝑖𝑖,𝑗𝑗

(𝑇𝑇) is the lines-composed image. 

3. Experiments 

We mainly conducted two experiments. The first 
experiment with changing the values of the parameters in 
our method was conducted using Lenna image shown in 
Fig. 2. The second experiment was conducted by 
applying our method to four photographic images shown 
in Fig. 3.  All photographic images used in the 
experiments were 512 * 512 pixels and 256 gradations. 
 
 
 
 
 

Fig 2. Lenna image 
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Fig. 3. Various photographic images 

3.1.  Experiment with changing parameters 

We visually confirmed lines-composed images changed 
the value of the iteration number 𝑇𝑇 using Lenna image. 
We set the value of 𝑇𝑇 to 5, 10, 15 and 20, and set the 
value of 𝑊𝑊  to 2. The results of the experiment with 
changing the value of 𝑇𝑇 are shown in Fig. 4. As the value 
of 𝑇𝑇 became large, lines-composed patterns became clear. 
The value of 𝑇𝑇 should be 20 to generate clearly lines-
composed patterns for photographic images of 512 * 512 
pixels. 
 
 
 
 
 
 
 
 
 
 
              (a) 𝑇𝑇 = 5                              (b) 𝑇𝑇 = 10   
 
 
 
 
 
 
 
 
 
             (c) 𝑇𝑇 = 15                              (d) 𝑇𝑇 = 20   

Fig. 4 Lines-composed images generated by changing 
the value of the iteration number 𝑇𝑇 

 
We visually confirmed lines-composed images changed 

the value of the window size 𝑊𝑊 using Lenna image. We 
set the value of 𝑊𝑊 to 1, 2, 3 and 4, and set the value of 𝑇𝑇 
to 20. The results of the experiment with changing the 
value of 𝑊𝑊 are shown in Fig. 5. As the value of 𝑊𝑊 was 
larger, lines-composed patterns became wider. The value 
of 𝑊𝑊  should be changed according to the usage 
application of the users. 

 
 
 
 
 
 
 
 
 
              (a) 𝑊𝑊 = 1                            (b) 𝑊𝑊 = 2 
 
 
 
 
 
 
 
 
 
              (c) 𝑊𝑊 = 3                            (d) 𝑊𝑊 = 4 
Fig. 5. Lines-composed images generated by changing 

the value of the window size 𝑊𝑊 
 

3.2. Experiment using various photographic images 

Our method was applied to four photographic images 
shown in Fig. 3. Since lines-composed patterns were 
visually recognized well in the previous experiments, we 
set the values of the parameters 𝑇𝑇 and 𝑊𝑊 to 20 and 2, 
respectively. The results of the experiment are shown in 
Fig. 6 In all lines-composed images, lines-composed 
patterns could be changed in brightness and width 
according to the change in the light and dark of 
photographic images. 
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Fig. 6. Lines-composed images 
 

4. Conclusions 

We developed an NPR method to automatically 
generate lines-composed images from gray-scale 
photographic images. Our method was executed by an 
iterative processing using the area near the target pixel 
that is the most different from the area centered on the 
target pixel. To verify the effectiveness of our method, 
we visually confirmed lines-composed images by 
changing the values of the parameters, and conducted 
experiments using various photographic images. As a 
result of the experiments, it was clarified that the width 
of lines-composed patterns can be changed by changing 
the window size in our method. It also was found that our 
method can change brightness and width of lines-
composed patterns according to the change in the light 
and dark of photographic images. 

A subject for future study is to expand our method for 
application to color photographic images, videos and 
three-dimensional data. 
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